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Abstract-- Opinion mining is a part of Natural Language 

Processing (NLP) in machine learning to tract the 

feelings of people’s about a single product. Opinion 

Mining is said to be sentiment analysis. Now a day, 

customers/people concentrate more on reviews to choose 

a product from online. With the reviews, the Customer’s 

decide to buy the product or not. In Partially Supervised 

Word Alignment Model(PSWAM), the Hill climbing EM 

based algorithm is used to find targets and words of 

opinion. The proposed method, a hierarchical Pachinko 

Allocation Model 2(hPAM2) is used to explore the topic 

relations. The Steepest Ascent Hill Climbing Algorithm 

is used to find the results of best from the reviews of a 

particular product. The steepest ascent hill climbing 

algorithm is used to find on the finest results of global 

maximum of highest degree words, decrease the error 

creation, its tries all possible results of the current way 

rather than only one results and the results are extracted 

out. If they cannot find on the finest results in the 

current way, there is a possible way to backtrack the 

results. 

Index Terms: Opinion analysis, Opinion target and 

Opinion word extraction, Topic Model. 

                               I. INTRODUCTION 

Opinion mining contains the features that are used 
to explicit the specification’s which people reveal their 

views and sentiments. There are huge developments in Web 

online shopping and the products in online are purchased 

under the reviews by what people posted the opinion about 

single product. Opinion about a single product becomes 

important to formulate a conclusion or selecting between 

different opinions.  

For example, 

“This phone has a super display quality and battery backup. 

But the camera feature is not satisfying”. 

First evaluate the comment; it is  

“optimistic/positive,unenthusiastic/negative or unbiased”. 
For this, the opinion words and opinion targets are 

extracting out. It is fundamental to explicit and builds a 

target lists and word lexicon which is used for mining the 

opinion. 

An opinion target means the things/ object about 

what the people reveal their feelings about the product, 

which is the nouns/noun phrases are said to be a target 

opinion. In this example, “display”, “battery backup” and 

“camera” are the three opinion targets. Opinion words are 

the one which is about the word that used to reveal people 

opinions. In the above example, “super”, and “not 

satisfying” are the opinion words. 

In Fig.1. the noun or noun phrases that aligned to 

adjective or verb like “display quality” and “battery” aligned 

to “backup”. “Massive” is the word of highest standard. The 

hPAM2 model is used to find topic relation and to extract 

hidden semantic structure. The hierarchical directed acyclic 

graph is used to connect the words and topics in the reviews, 

the interior levels are the topic nodes, leaves are the words. 

These topic models provide more flexibility and good 

performance than Latent Dirichlet allocation (LDA). 

This phone has a massive display quality and battery backup 

The limitations in previous methods are: 

1. To extract the highest confidence the some methods are 

used. Some of the methods are bootstrapping framework and 

random walk graph co-based algorithm [1] is used. The 

limitations are, 

a) In bootstrapping framework are not be filtered in 

subsequent iteration and it contains more errors. 

b) In random walk, the vortices don’t save the position in 

free space and it contains noisy data due to some statistical 

error. 

2. The EM based hill climbing algorithm [1] extract the 
maximum likelihood from local maxima or nearest neighbor 

only from the reviews. In partially supervised alignment 

model, the topical relations are not extracting, the opinion 

relation only mined. 

For these limitations, to overcome from these challenges, 

our paper presents some model and algorithm. They are, 

1. Mining the opinion relations among words, we propose a 

method that based on monolingual word alignment model 

(WAM). 

2. The hPAM model 2 is used to mining the topic relations 

between topic and words. It contains the level of super topic 

and sub-topic. A super topic have own “private: sub topics, 
further with few of shared “public” sub-topics. In each 

internal node of hPAM model 2, has possible to add or 

subtract the word distributions by increasing or decreasing 

the proportions of that Dirichlet distribution node.  
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3. The steepest ascent hill climbing algorithms used to find 

the results in global maxima. It’s sometimes known as best 

first search. It tries all level of extensions and it contains 

backtracking. Extract the highest degree reviews from the 

online. 

                         II. RELATED WORKS 

Kang Liu, Liheng Xu and Jun Zhao [1], in this paper, 

authors propose unsupervised word alignment model called 

the “IBM-3 model”. This model is used to extract the 

opinion targets and opinion words. A random walk graph 

based co-ranking algorithm is used to evaluate the highest 
confidence among all candidates. 

 Qin Gao, Nguyen Bach and Stephan Vogel [2], in this 

paper, authors propose a novel semi-supervised algorithm 

used IBM models with a constrained EM algorithm to find 

maximum likelihood in the opinions and the partial manual 

alignments acquire by human labeling or by high recall and 

high precision.  

Minqing Hu and Bing Hu [3], in this paper, authors 

proposed the association mining rules used to extract the 

frequent opinion target and words. The feature extraction 

and opinion orientation identification is performed. Apriori 

algorithm is used to find frequent features. 

Fangtao Li, Sinno Jialin Pan, Ou Jin, Qiang Yang and 

Xiaoyan Zhu [5], in this paper, authors proposed the 

domain adaption framework. This domain is used for Co-

extracting the sentiment and topic lexicons by interests and 

the high confidence is generated for topic lexicons and 

sentiments. The Relational adaptive bootstrapping algorithm 

(RAP), is used to enlarge the source in the target domain 

and find  the relationship between topic and sentiment 

words. 

X.Ding, B.Liu, and P.S.Yu [7], in this paper, authors 

propose the Semantic orientation methods. This method 

considered both implicit and explicit methods. The machine 

learning framework of object feature, opinion extraction 

andopinion polarity detection based on Conditional Random 

Fields (CRFs). Compared to Lexicalized HMM model, the 

CRF method can integrate many features.  

Lei Zhang, Bing Liu, Suk Hwan Lim and Eamon O’ 

Brien-Strain [4], in this paper, authors proposed Double 

Propagation method to recover from the error of low 

precision and low recall. They extract the opinion targets 

using syntactic patterns. The HITS Algorithm is used to 

rank the important features as High. 

                    III. TOPICAL RELATIONS BETWEEN 

OPINION TARGETS AND OPINION WORDS  
A topic model is a form of numerical sculpts in 

Natural language processing, to recognize the topics that 

occur in collection of documents. In text mining, topic 

model is a tool to detect the hidden symbolism in a text 

body. A topic model captures the instinct in a mathematical 

structure, it allows considering a set of documents and 

discovering the topics, support on the stats of the words in 

each. 

Example: This phone has colorful and big screen 

A. Opinion Word model 

Opinion words are defined as the words which are 

used to express users’ opinion. In example given above, 

“colorful” and “big” are opinion words. 

In opinion-word model, words and opinions are 

directly associated using Naive Bayes method. 

𝑟𝑘 = 𝑃 𝑒𝑘 𝑑 =
𝑃 𝑑 𝑒𝑘 𝑃(𝑒𝑘)

𝑃(𝑑)
𝛼 𝑃 𝑑 𝑒𝑘 𝑃 𝑒𝑘 

= 𝑃(𝑒𝑘)  𝑃((𝑤|𝑒𝑘))𝑛(𝑑 ,𝑤)

𝑤є𝑊

 

where nd,w is the frequency count of word w in 
review d. P(w | ek)  indicates the conditional probability of w 

given a opinion ek, evaluate according to the percentage of 

the co-occurrence between w and ek in corpus D, that is,  

𝑃 𝑤 𝑒𝑘 =
𝑃(𝑤, 𝑒𝑘)

𝑃(𝑒𝑘)
=

|(𝑤, 𝑒𝑘)|

 |(𝑤`, 𝑒𝑘)|𝑤 `є𝑊

. |(𝑤, 𝑒𝑘)| 

can be derived from the word frequency count and the 

sentiment rating as a weight on it, i.e. | (w, ek) |= ∑d∈D nd,w 

·rk+∈, where ∈ is a very small smoothing value to avoid the 

situation of division by zero. P(ek) is the priori probability of 
sentiment ek that can be estimated by the entire corpus, e.g. 

P(ek) = ∑w`∈V | (w`,ek) |. Also, P(w | ek) and P(ek) can be 

estimated using Bayesian probability besides frequency 

probability. For instance, we can assume that P(w | ek) 

follows the multinomial distribution, i.e. w | ek 

∼Multinomial(θ). The parameter θ can be calculated by 

maximum likelihood estimation from the entire collection.  

B. Opinion Target model 

  An opinion target is defined as the object about 

which user expresses their opinions, typically noun or noun 

phrases. In above example “screen” is opinion target.  In 

opinion mining, Target model are used to find the main 

concepts from large collections of reviews. The target model 

fixes to generate positive or negative reviews, opinion target 

are generated first and  then words are chosen according to 

the topics. Each topic is a probability distribution over 

words. Latent Dirichlet Allocation (LDA) is a topic model. 

LDA model the entirety generation used by the generation 
process. The hPAM2 model is the extension of LDA model. 

                           IV. OPINION RELATION  

All the nouns or else the noun phrases are supposed 

to be targets and the entire adjectives or else the verbs said 
to be a words of opinion, these extraction are said in 

previous methods. The highest degree words are extracted as 

opinion targets. 

The problems are implemented by using this following 

process 
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A. Hierarchical pachinko allocation model2 

Hierarchical Pachinko Allocation Model 2 (hPAM2) as a 

PAM model in every node at the lowest level is coupled 

with a distribution over the opinion word. This is an 

enormously lithe agenda for hierarchical topic modeling.  In 

hPAM2, for all trail from side to side the DAG at hand is a 

distribution on the stage of that trail. 
1. For each document d, sample a distribution Ɵ0 over 

super-topics and a distribution ƟT over sub-topics for each 

super-topic. 

2. For each word w, 

(a) Sample a super-topic zT from Ɵ0. If zT=0 , sample a word 

from Ɵ0. 

(b) Otherwise, Sample a sub-topic zt from ƟzT . If zT=0 , 

sample a word from ƟzT.. 

(c) Otherwise, Sample a word from ƟzT. 

 

 

 

 

 

 

Topic Relation 

 

 

 

 

 

 
      

 

 

                                                                                            

 

                                                                                                                                                                                              

Topics 

 

Topic modeling is an un-supervised learning. 

Each word samples both a path through a Directed Acyclic 

Graph and a level of hPAM2, hLDA model is opposite of 

where each review picks a one path through a tree and each 

word must only sample on that path. It is possible to take 

advantage of design. 

 

B. The Steepest Ascent Hill Climbing Algorithm 

The Steepest Ascent Hill Climbing Algorithm is used to 

find the best review results of a particular product. Using 

this algorithm, the product from online are easily evaluated.  

Algorithm 1. Steepest Ascent Hill-Climbing Algorithm. 

 

 

FUNCTION: HILL-CLIMBING(Problem)   

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Inputs: Problem, 3 Problems (Local maxima, ridges, and 
Plateau) 

Output: Best search (Global maxima) 

Local Variables: Present, a node 

                             Neighbor, a node. 

 

1    Current               Make-NODE (Initial-State [Problem]) 

2    loop do 

3    Neighbor      a highest-valued successor of 

Present 

4    if value [Neighbor] ≤ value [Present] then 

5    return STATE [Present] 

6    Present           Neighbor 
7    end 

 

 

Document Topic model 

algorithm 

Cluster of words 

Frequency of 

words 

Probabilistic 

distribution of  

topics 
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Steps of Steepest Ascent hill climbing algorithm 

 

1. Calculate the primary state. Besides a target state, 

then return it and quit. If not, prolong with the 

primary state as in progress state. 

 

2. Loop in anticipation of a clarification is originated 
or until an entire iteration turn out no change to 

current state. 

 

 Let SUC be a state, such so as toward to find any 

probable successor of the progress state will be 

better than SUC. 

 For every operator that concern to progress state 

do: 

Apply the operator and generate a new state.  

Evaluate the new state. 

 If the SUC is better than progress state, then set 

progress state to SUC. 

                V. EXPERIMENTAL RESULTS 

A. Empirical likelihood 

In this section, empirical likelihood for five models, hLDA, 

PAM, hPAM1 and 2, and LDA. For all models except 

hLDA, we differ the number of topics in reviews. Results 

are ordinary over short validation. The hLDA model, not 

require a fixed number of topics, so we note a single 

medium. For example, the number of super-topics varied 
between 6 and 14, while the total number of leaf/sub topics 

was between 86 and 107. hPAM produces better empirical 

likelihood than PAM, hLDA and LDA. 

Fig. 3. Empirical likelihood for PAM, hPAM models 1 and 2, hLDA and LDA. 

 

Results are shown for all five models in Figure 3 and for 

both hPAM model 2 and hLDA. We choose a model 

hPAM2, which is more flexible at predicting hide 
documents with the maximum number of topics for finer 

granularity and better interpretability. LDA drops sharply 

above 20 topics. PAM achieves large probability with many  

 

topics, crust around 40 sub-topics. hPAM is more  durable at 

larger numbers of topics, showing little drop above 60 

subtopics, and performance is better than hLDA at most 
conjurations’ of topics. Both PAM and hPAM model 2 

perform better with more super-topics, while hPAM model 1 

is hard as nails to the number of super-topics. 

 

 

Dataset Domain Language Sentences Opinion 

target 

Opinion 

word 

LDA hPAM2 

Customer review 

dataset(CRD) 

Camera  

 
English 

3,084 633 1041 83.95 86.83 

Television 7,202 231 724 81.59 84.10 

Laptop  4,781 492 630 83.67 88.16 

Mobile phone 8,913 891 2096 86.61 89.54 

Refrigerators  1,023 269 782 88.07 92.20 

Fig. 4. Accuracies between LDA and hPAM2 in % for the Customer Review Dataset. 
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VI CONCLUSIONS AND FUTURE WORK 

 

The topic model of hPAM2 is introduced to find 

opinion word and opinion target. Compared to Partially 

Supervised Word Alignment Model, the proposed system 

the hPAM2 is used to provide effective and efficient topical 

relations among sentences of reviews and yields higher 
performance rather than existing scenario. The steepest 

ascent hill climbing algorithm provides best results in global 

maxima compared to hill climbing algorithm. The 

backtracking is the important role in steepest ascent hill 

climbing algorithm to provide best review as output.In 

future work, there will be a new extension of PAM method. 

The future works may yield more accuracy and performance 

than hPAM2. At present, the optimistic/positive, 

unenthusiastic/negative and best review results are only 

evaluated. In hope, the neutral replies, multi languages 

support based on replies can also be taken for clustering and 

classification purpose. 
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