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Abstract—We have long envisioned that one day computers will understand natural language and anticipate what we need, when and where we need it, and proactively complete tasks on our behalf. The communication between human and a computer is called Human Computer Interaction (HCI). This paper gives an overview of eminent technological perspective and appreciation of the fundamental progress on how humans can interact with computer using Natural language. Natural Language Processing System takes simple language as an input, and then processes it to give required outputs. Finally, the paper concludes with the decision on future direction for developing techniques in human computer interface and it also discusses various techniques used in each step of Natural Language Processing.

Index Terms—Natural Language Processing (NLP), Programming in Logic (Prolog), Natural Language Understanding (NLU), Natural Language Generation (NLG)

I. INTRODUCTION

In the last few years, IT industry has been focusing on new initiative towards developing a system which can carry out Human Computer Interaction. Interaction between human and a device is possible through use of some core set of technologies, such as machine learning, speech recognition, NLU, question answering (QA), dialogue management (DM), NLG, text-to-speech (TTS) synthesis, and data mining.

Natural Language Processing is simply a part of Artificial Intelligence which has to deal with language. Natural Language Processing broadly refers to the study and development of computer systems that can interpret human speech and text.

Human communication is indefinite at times; people on the internet use abbreviations and don’t bother to correct any spelling errors. These inconsistencies make computer analysis of natural language difficult at best, but in the last few years Natural Language Processing as a field has progressed immeasurably.

Some of the applications of natural language processing are described below:

Personal Digital Assistant (PDA) Combining Natural Language Processing with Machine Learning implementation of PDA has become possible. PDAs are built to help the user get things done and provide easy access to personal/external structured data, web services, and applications. PDA’s can work proactively (giving suggestions and inferences) and reactively (performing actions asked by the user) [1].

Machine translation is the technique of converting one natural language to another with the help of computer systems. Machine translation has become more accurate since the development in the field of machine learning and natural language processing. Nowadays many IT companies use machine translation on a large scale [2].

IBM Watson System is question and answering system. IBM Watson correctly interprets the input and finds the answer. IBM Watson uses Prolog. Prolog is a general-purpose programming language which is associated with computer linguistics. Prolog uses recursion, facts, rules and grammar to find resolve the question. IBM Watson runs on 10 servers running GNU/Linux with 10 TB of RAM.

![General Architecture of Natural Language Processing](image-url)

Fig. 1. General Architecture of Natural Language Processing

In this paper, the recent developments on various technologies that are used in Natural Language Processing are reviewed; starting from taking the input, processing it and
giving the output in Section II. Some inferences drawn are mentioned in Section III, followed by conclusion in Section IV. Confirmed future in this topic is expressed in Section V as detailed below.

II. BRIEF DESCRIPTION

A system which is designed for human computer interaction should take the input using a microphone. By converting this speech input into text followed by machine level language, it should generate the output which is as natural as talking to a human.

The order in which this system works is given as follows:

A. Receiving the Input(speaker)
B. Processing of Input
C. Generation of Output

Mel Frequency Cepstral Coefficients (MFCC) [5]. The decoder block searches the best match of word sequences for the input acoustic features based on acoustic model, lexicon, and language model.

Fig. 3. Diagram of Automatic Speech Recognition System [4]

2) Text Retrieval: One of the text retrieval method used in Natural Language Processing system is Naive Bayes Classifier. Assuming the dataset on 1000 pieces of fruit. The fruit being a Banana, Orange, or some Other fruit and imagine we know 3 features of each fruit, whether its long or not, sweet or not and yellow or not, as displayed in the table below:

<table>
<thead>
<tr>
<th>Fruit</th>
<th>Long</th>
<th>Sweet</th>
<th>Yellow</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banana</td>
<td>400</td>
<td>350</td>
<td>450</td>
<td>500</td>
</tr>
<tr>
<td>Orange</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>100</td>
</tr>
<tr>
<td>Other</td>
<td>50</td>
<td>50</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Total</td>
<td>500</td>
<td>650</td>
<td>800</td>
<td>1000</td>
</tr>
</tbody>
</table>

From the table it is seen that that 50% of the fruits are bananas, 30% are oranges and 20% are other fruits. Now based on the training set, it can be observed that from 500 bananas 400(0.8) are long, 350(0.7) are Sweet and 450(0.9) are Yellow. Out of 300 oranges 150(0.5) are Sweet and 300(1) are Yellow. From the remaining 200 fruits, 100(0.5) are long, 150(0.75) are Sweet and 50(0.25) are Yellow. This should provide enough evidence to predict the class of another fruit as it is introduced [6].

Given a new piece of fruit and asked to predict the class of the fruit, considering the additional fruit is long, sweet and yellow, now the naive bayes classifier can classify it using the following formula and subbing in the values for each outcome, whether it is a banana, an orange or any other fruit [6]- [9].

\[
P (c|x) = \frac{P (x|c) P (c)}{P (x)}
\]

(1)

P (c|x) is the posterior probability of c.
P (c) is the prior probability of class.
P (x|c) is the likelihood which is the probability of predictor given class.
P (x) is the prior probability of predictor.

Using formula 1 for above example, based on the higher score assuming this long, sweet and yellow fruit is, in fact a banana. Referring to above example, Naive Bayes Classifier can be applied in Natural Language Processing for text
classification problems. It is used to classify different words into their respective categories. For example noun words into noun category, verbs into verbs category, etc.

3. B. Processing of Input

1) Natural Language Understanding: Natural Language Understanding is a part of Natural Language Processing in artificial intelligence that deals with the ability to read text, process it and understand the meaning. Natural Language Understanding is considered an AI-hard problem [10]. NLU involves disassembling of the input, then parsing the input into data that can be analyzed by the analysts or machine learning experts. This part is more complex than the reverse process of converting data to language because of the unexpected occurrences of symbols or words or phrases or unexpected features in any input. Human beings have a tendency to use abbreviations, or some slang word that might not even be in the language. So the Natural Language Understanding algorithm should be able to tackle such difficulties and carry out the conversion smoothly [10].

Example: I will be attending an event in the Hotel KLG

![Fig. 4. Natural Language Understanding](image)

international in the city of Chandigarh at 7.00pm and then I will be going to Chandigarh airport at 8.45 pm and I will catch a flight to Mumbai which departs at 10.45 pm on 15th of this month.

Now in the above example there are many unnecessary words that need to be taken care of before the system tries to understand the statement. These words will be removed in the text pre-processing phase. Now the NLU algorithm will be run on the statement and the output will be some data on which statistics can be applied. The useful data generated is as follows:

- There is an event in Hotel KLG international
- The timing for the event is 7.00pm
- There is flight to Mumbai from Chandigarh
- Flight departs at 10.45pm

Now all of the above data is very important not to just one person but many people who are present in the area on that particular day. This is how NLU works. It tries to breakdown the input to generate useful information out of a natural language sentence. This data can then be used by the system to generate appropriate response for the user interacting with the system.

In the upcoming section, we will discuss how grammar parsing takes place; which is one of the important aspect of Natural Language Understanding.

2) Grammar Parsing: Current NLP systems uses program-ming languages such as C++, Java, Python or Rust. Pro-cedure oriented programming languages and object-oriented languages makes it mandatory to implement the data structures from the very fundamental level. Programming languages similar to Prolog can be used in NLP systems. This can make parsing effortless. This paper will mainly line up with the idea of logic programming.

In Prolog some data has to be provided for parsing natural language. this data will be declarative and will represent some form of relationship between objects [11]. An example of such statement will be a fact in Prolog. Facts in Prolog are used to reflect relation between objects.

article(a), noun(person), verb(observe).

The above example shows possible ways to represent verb, noun and articles in Prolog. Once facts have be declared in the Prolog knowledge base, we can ask questions to the system. Format of question in Prolog is as follows:

?- article(Article).

It is important to observe that variables in Prolog are denoted by uppercase letters, here Article is a variable. Depending on the facts contained in Prolog knowledge base the system will find the appropriate answer. Couple of more examples of facts:

likes(john, flowers), likes(john, mary).

?-likes(john, X).

X = flowers;
X = mary;
no

A very important applications area of Prolog is parsing. In fact, Prolog originated from attempts to use logic to express grammar rules and to formalize the process of parsing. DCG arise from adding features of Prolog to context-free grammars [12]. DCG will make parsing effortless. DCG provides a way to represents grammar of natural or formal languages. Example of DCG:

sentence --> noun_phrase, verb_phrase. noun_phrase --> det, noun.
verb_phrase --> verb, noun_phrase

The above DCG will generate valid sentence such as the boy saw the bat. Prologs searching and backtracking methods can be used to unify the fact and create valid sentences. It is not necessary that the semantics of a sentence is similar to formal language.

The process of lexical analysis revolves around tokenizer. The tokenizer handles whitespaces, hyphens, punctuations,
enclitics and special expressions. Lexical analysis is a fundamental step which separates the string in such a way that everything divided into chunks, sentences and paragraphs.

The initial step in lexical analysis is converting the input into separate entities. In modern languages whitespaces are used as delimiters. Delimiters will indicate that the end of current word has been found. It is also mandatory to remove trailing spaces, quotation marks, parentheses and punctuators.

The second step in lexical analysis will be handling abbreviations. It is a common practice that a word in between will be followed by a period, such words are known as abbreviations. Words with periods attached should be tokenized with the period. To identify if the word is an abbreviation the word can be looked up in the knowledge base.

Handling abbreviations is also made difficult if there are ambiguity for example: in can be used for inches and no can be used for numbers.

The third step in lexical analysis is handling hyphens. Some tokenizer includes hyphens as a part of token or some tokenizer do not consider hyphens as token or some tokenizer separates the hyphenated part.

The fourth step would be for handling special expressions such as email addresses, urls, dates, time, paper and book citation, and telephone numbers. This can cause a lot of ambiguity for the tokenizer since special expressions are combinations if alpha numerical and punctuation syntax. To avoid confusion a preprocessor must be designed for telephone numbers, dates, etc.

Example of tokenization of a simple sentence: for example consider the following sentence:

Input: The Cat sat on the mat.
Tokenized output: [The, Cat, sat, on, the, mat, .]

The above example uses Prolog list data structure. If any error occurs the input will discarded.

After lexical analysis next step is to analyze the syntax of input. In syntax analysis the parser determines which part of speech is applicable to the given text. Structure of sentence might have multiple interpretation. Syntax analysis determines verbs, nouns, subjects, predicates, pronouns, adjective, adverb, prepositions, Et Cetera.

To parse grammar in natural language, it is mandatory to context-free grammar. Context-free grammar is independent of context, whether the context of other elements or parts of the sentence or of the larger discourse context of the sentence [13]. As discussed DCG can be utilized to express grammar rules and to formalize the process of parsing. Context-free grammar can be implemented with Prolog.

We will be understanding the method to handle morphology and distribution of words in English. English has very simple morphology but very complex syntax, therefore many ambiguities can be created during syntax analysis of a string. Morphology is the identification, analysis and description of the structure of words, practiced by morphologists [14]. It is important to compute how the word will placed in a sentence;
Semantics of a language provide meaning to its tokens and syntax structure. Semantics help interpret symbols, their types and their relations with each other. In natural language processing, semantic analysis is the process of relating syntactic structures, from phrase, clauses, sentences and paragraphs to writing them as a whole, to their language-independent meanings. Semantic analysis must do two important tasks:

1) It must map individual words into appropriate objects in the knowledge base or database
2) It must create the correct structures to correspond to the way the meaning of the individual words combine with each other

The parser only examines the syntax of the source language, i.e. whether the sequence of tokens is correct or not. Semantic analysis makes sure that the meaning is correct. For example, 'The man bit the dog' statement has the correct syntax as shown in the above parse tree, but the semantics of the statement is questionable- the man bit the dog instead of the dog biting the man.

So semantic analysis for programming languages makes sure that all the variables have the correct data types and that the argument-list and return value of every function-call agrees with the definition of the called function, etc.

3) Entity Extraction: Named-entity recognition (Entity Extraction) also known as entity chunking or entity extraction is the process of information extraction that locates and classifies named entities in text into statistical data such as names of persons, organizations, percentages, expression of times, etc.

In the above picture there are various entities that are being extracted from a single document. This document can contain names of persons, companies, addresses of the employees, their salary, certain links, phone numbers of various employ-ees, etc. The main task of entity extraction is to convert raw text data into useful statistical data with the help of labelling in machine learning. This new data can be used by analysts for statistics, predictions, changes in the companies, etc. This approach is aimed at finding out the maximum possible facts and entities that are present in the document. These entities can also be mapped to entities present in other documents on the internet with the help of relationship extraction. Relationship extraction finds the similarity between any given two entities and according gives the expected output. Although in this technique only entity extraction is done this assumes the relationship while mapping the entities of the document with the entities present on the internet [17].

Entity and Relationship Extraction: In the modern world, information extraction also known as entity extraction is gaining massive importance in the Information Technology field. Nowadays entity extraction is used to extract entities from a given document [18]. However real that document might be, there is always a chance for that document to be fake. So relationship extraction was introduced. Relationship extraction is very important in extracting information of the structured form from unstructured sources such as unorganized data.
C. Output Generation

1) Natural Language Generation: Natural Language Generation is the task of generating language out of data analyzed by machine learning experts and data analysts. Natural Language Generation is sometimes also called as language production by the Psycholinguists. NLG software converts facts to human readable text using a series of steps [21]. This does not involve any parsing of the data or even breaking the data, it just involves translating statistically analyzed data into natural language. In NLU the system needs to disambiguate the input sentence to produce a language which can be understood by the computer system, but in NLG, the system converts data into natural language and needs to make decisions about how to put a concept into words. NLG can be very simple or very complex depending upon the implementation of the algorithm in the system [21].

Following are the stages in NLG:

1) Content determination: Deciding what information to mention in the output text. For instance, in the airport example whether to review personal details of the person or not.
2) Document structuring: Overall organization and structuring of the information that the system needs to convey. For example, suggesting setting a reminder for the event at 7.00pm to the user.
3) Aggregation: Merging of two or more similar sentences to improve readability and naturalness of the output. For example organize a schedule for the user for the 15th date of the month.
4) Lexical choice: Placement of words in place of the concepts. For example, deciding whether medium or moderate should be used to define traffic conditions on the route till the airport.
5) Referring expression generation: Creating referring expressions that identify objects and regions.
6) Realisation: This is the last and the most important phase in which the data analyzed is converted into actual text and this text should be correct according to the rules of syntax and semantic analysis.

2) Speech Synthesis: Speech synthesis is the artificial production of human speech. A computer system used for this purpose is called a speech computer or speech synthesizer, and can be implemented in software or hardware products. A text-to-speech (TTS) system converts normal language text into speech. A text to speech output is based on generating corresponding sound output when the text is inputted [23]. Wide range of applications use text to speech technique in medical, telecommunications fields, etc. Each spoken word is created from the phonetic combination of a set of vowel and consonant speech sound units. Producing an artificial human speech is known as speech synthesis.

Working of text to speech is shown in Figure 10.

![Text to Speech Conversion Flow](image10.jpg)

The Various speech synthesis methods that have been used for text to speech output for obtaining intelligible and natural output are Concatenative, Formant, Articulatory, Hidden Markov model (HMM).

1) Concatenative Synthesis: Concatenative synthesis is based on the concatenation (or stringing together) of segments of recorded speech. In concatenative synthesis, the spoken sentence is broken down into words and words into syllables, demisyllables, phonemes, diaphones or triphones. Then concatenation and rearrangement of the above segments of recorded samples is done to create new words and sentences is known as concatenative synthesis [25].

2) Formant Synthesis: Also called as rules-based synthesis. The synthesized speech output is created using a model called acoustic model and also some additive parameters are used. Parameters such as fundamental frequency, voicing, and noise levels are varied over time to create a waveform of artificial speech [23].

3) Articulatory Synthesis: Articulatory synthesis refers to computational techniques for synthesizing speech based on models of the human vocal tract and the articulation processes occurring there [23].

4) Hidden Markov Model (HMM): HMM-based synthesis is a synthesis method based on hidden Markov models, also called Statistical Parametric Synthesis. In this system, the frequency spectrum (vocal tract), fundamental frequency (voice source), and duration (prosody [26]) of speech are modelled simultaneously by HMMs [23], [25].

D. Related Study

Semantic Similarity between words: Semantic relatedness or semantic similarity between words is observed as one of the basic hurdle for many Natural Language Processing (NLP) applications, such as sentence retrieval, word sense disambiguation, question answering, etc. Semantic relatedness or semantic similarity is a metric defined over a set of documents of terms, where the idea of distance between them is based on the likeness of their meaning or semantic content as opposed to similarity which can be estimated regarding their representation.
The research proposed in [27] gives a method to retrieve top-k similar words using a graph based approach. Graph Based model maps real dataset and query into the knowledge base WordNet. Then, start searching from the location of query in WordNet, and expand outwards by using query’s hypernyms and hyponyms until all top-k similar words in the real dataset are not found. Refer Figure 11. This methodology works for different parts of speech too. Disadvantage of this approach is senses of word changes over time, these changes are not reflected in the training dataset which is Wordnet for Graph Based Approach.

This disadvantage is overcome in another approach for Semantic Similar word retrieval in which page counts and snippets are given as input to Support Vector Machine [28] and similarity value is calculated which comes between 0 and 1. If similarity value comes near to 0 then words are not similar but if the value is nearer to 1 then words are similar. Page count is an estimate of number of pages that contain query words. Snippet is some text extracted by web search engine based on the query term given [29]. The system in [29] uses page counts and snippets retrieved by a search engine to measure semantic similarity between words. Various similarity scores are calculated from the page counts retrieved by the search engine for the queried conjunctive words. A lexical pattern extraction algorithm identifies the patterns from the snippets. Different patterns showing the same semantic relation are clustered using a lexical pattern clustering algorithm. At first stage, Support Vector Machine(SVM) was used.

But the major problem is that SVM cannot handle missing data which occur frequently in statistical data analysis. So the proposed system in [30] makes use of Latent Structural SVM (LS-SVM) which allows latent variables. The latent variables have no role in the output, but they are just intermediate representations. The below figure shows structural block diagram for LS-SVM.

**Human Machine Dialog:** The field of human-machine dialog has links with fields, such as Natural Language Processing (NLP), of which it is an essential application; Artificial Intelligence (AI), from which it arises and which completes the linguistic aspects with the reasoning and decision-making aspects; human-machine interfaces (HMIs), which it helps enrich by offering vocal interaction possibilities in addition to graphical and touch screen interactions; and, more recently, question-answering systems(QAS). Example: User - I need a flight from New York to London, arriving at 10 pm? System - What day are you leaving? User - Tomorrow. System detects the missing information in your sentences. Classification of Human Machine Dialog can be done as follows:

1) Finite state based systems
2) Frame based systems
3) Agent based systems [31]
4) Answering systems
5) Semi-dialogue systems
6) Full dialogue systems [32]

**Text Mining:** Text mining is the technique of converting unstructured data or free flowing data to structured data which can be used for analysis by machine learning experts. It is the process of finding or extracting non-trivial and interesting patterns or information from normal text documents. Text Mining is similar to data mining, except that data mining tools are designed to handle structured data from databases, whereas text mining can also work with unstructured or semi-structured data sets such as emails, text documents, etc [33].

The role of NLP in text mining is to deliver the system in the information extraction phase as an input. Information Extraction is the task of automatically extracting structured information from unstructured and semi-structured machine-readable documents. It involves defining the general form of the information that we are interested in as one or more templates, which are used to guide the extraction process.

![Fig. 13. Text Mining [34]](image)
### I. Performance of resultant systems based on different techniques for NLP

<table>
<thead>
<tr>
<th>Receiving the Input</th>
<th>Speech Recognition</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Naive Bayes Classifier</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Processing of Input</td>
<td>Natural Language Understanding</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Grammar Parsing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Entity Extraction</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Entity and Relationship Extraction</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Generation of Output</td>
<td>Natural Language Generation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Concatenative Speech Synthesis</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Formant Speech Synthesis</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Articulatory Speech Synthesis</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Hidden Markov Model</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Other techniques</td>
<td>Graph Based approach for Semantic similar word retrieval</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>LS-SVM approach for Semantic similar word retrieval</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Resultant System</td>
<td>Text Mining</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

| Slow | Inefficient | Speech-output produced is very natural |
| Slow | Inefficient | Speech-output produced is unnatural |
| Slow | Inefficient | Producing speech-output is complex |
| Slow | Inefficient | Speech-output is not generated automatically |
| Fast | Most Efficient Results | Speech-output produced is very natural |

### III. INFERENCES

Inferences drawn from techniques studied in this paper are shown in above table. From all the reviewed techniques we can say that performance of Human Computer Interface system is based on its response time, efficiency, throughput, accuracy and many such parameters. The system which has performed best with efficient results, fast response and conveys natural(human like) output incorporates speech recognition, text retrieval, NLU, Entity and Relationship extraction, NLG, and concatenative speech synthesis into it. LS-SVM approach is efficient for semantic similar word retrieval because of its effectiveness and accuracy.

### IV. CONCLUSION

In this paper, we discussed the topics relevant to the development of NLP systems. Based on the literature survey done, we can conclude that Automatic Speech Recognition technique is efficient for taking the input from the user. The required string is extracted using text retrieval and the retrieved text is then classified into respective categories using Naive Bayes Classifier. The input string then will go through parsing phase in Prolog. Prolog is used for writing parsing algorithms because it fits the mathematical model of computer linguistics. Next step in the process is NLU through which semantics of sentence is understood. Special expressions and entities are extracted using Entity Extraction and relationships between
those entities are derived using Entity and Relationship Ex-traction. Here, the system goes from input processing phase to output generation. NLG is used for converting statistical data to Natural Language, and for Speech Synthesis concatenative synthesis is the most efficient method for converting text to speech. This paper made a clear and simple overview of working of natural language processing system for HCI.

V. FUTURE WORK

NLP techniques incorporate variety of methods to enable a machine to understand what is being said or written in human language not just single word in a comprehensive way. Some of the concepts which we will try to adopt in NLP system to enhance Human Computer Interaction are as follows:

1) Offline database: The current NLP system does not support offline interaction with the system. This limita-tion can be solved by introducing offline database. This database will record all the inputs when the system is in offline mode and will provide appropriate output when the system is back online. This can make the system more user-friendly and hence increasing the number of users interacting with the system.

2) Scale up and speed up: Increasing the data storage facility for the NLP systems and introducing machine learning algorithms to resolve queries with accuracy.

3) Context saving: Introducing the feature of context saving can make the NLP system more natural in interaction with the user.

4) Interfaces with traditional programming languages: There are many active packages such as swi-jav a and pyl og which provides interface with logic programming language like prolog.
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