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Abstract- Abnormal cells divide without controlterm used for cancer diseases and able to invade other tissues. More than 100 clashing kinds of cancers are predicted in world countries. Oral cancer is an important health problem all over the world. Maximum oral cancers are recognized at a last stage where, treatment becomes fewer successful. It is very essential to identify such types of cancer at a prior stage. Prevention of oral cancer and early detection is critical, as it can growth the endurance chances substantial, allow for elementary treatment and result in an improved quality of life for survivors. In this research, the datasets are acquired from various diagnostic centers which contains both cancer and non-cancer patients information and collected data is pre-processed for identical and missing information and also to proposes a three different classification algorithm are utilized that is C4.5, Random tree, and Bayesian Classification Model, Apriori algorithm and Support Vector Machine (SVM) Classification. The best regularity for the given datasets is perform in C4.5 algorithm match up to other Classification algorithm and also assessment of oral cancer. Similarly it is isolated to identify the cancer and non-cancer patient's data set document. The datamining techniques will be disclosedit classify the appropriate methods and techniques for efficient classification results. Final contributions are the doctors in their diagnosis decisions also in their treatment process for various categories.
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1. Introduction

More deadly than breast, cervical, and prostate cancer, it has been estimated that oral cancer kills one person every hour, every day. In this studies propose that head and neck cancer and tongue cancer in specific is growing in early adults both countries. Oral cancer is a usually recognized type of head and neck cancer, which is increasing globally in occurrence and growing critically in many regions of the countries in the world. Most important step in reducing the death rate from oral cancer is early diagnosis.

Data Mining acting an important role in the Prediction of Cancer Diseases. The data mining methods judgment were aim as a main objective in many studies that mainly targeted to develop a prediction model in a dangerous fields, like medicine, by examining several data mining methods, proposing to get the model that have the highest prediction accuracy. In the classification based model the main metrics used for recognizing the presentation of every classifiers are done using were the Sensitivity, Specificity, Accurateness, Error Rate, True Positive Rate (TPR) and False Positive Rate (FPR).

Oral cancer is a subtype of head and neck cancer and is any cancerous growth located in any sub sites of the oral cavity. It may appear as immediate lesion originating in any of the oral tissues, by metastasis...
from a isolated site of origin, or by extension from a neighboring architectural structure, such as the nasal cavity.

The indications for an oral cancer at an earlier stage [4] are: 1) Patches inside the mouth or on lips that are white, red or mixture of white and red 2) Bleeding in the mouth 3) Difficulty or pain when swallowing 4) A lump in the neck. These indication should raise the suspicion of cancer and needs proper treatment.

Therapy for Oral Cancer include surgery, radiation therapy and chemotherapy.
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2. Literature Review

Chuang et al. [1] consider DNA repair genes. They chose single nucleotide polymorphisms (SNPs) dataset with 238 samples of oral cancer and control patients for disease prediction. All prediction analysis were conducted using the support vector machine and they reported that the performances of the holdout cross validation was superior to 10-fold cross validation, and the best classification accuracy was 64.2%.

Kaladharet al. [3] predict oral cancer survivability using classification algorithms that include CART, Random Forest, LMT and Naïve Bayesian classification algorithms. These algorithms classify the cancer survival using 10 fold cross validation and training data set. The Random Forest classification technique correctly classifies the cancer survival dataset leading to absolute relative error relatively less as compared to other methods.

In 2010, Qin Li et al. [7] proposed to discover closed frequent item sets with a simple linear list structure called the Frequent Pattern List (FPL) in transaction database. The avenue selects representation patterns from candidate item sets to reduce combinational space of frequent patterns. By performing two procedure, signature vertex conjunction and vertex counting, it simplify the process of closed item sets generation.

In 2011, HninWintKhaing et al. [8] presented an efficient approach for the prediction of heart attack risk levels from the heart distemper database. Firstly, the heart distemper database is clustered using the K-means clustering algorithm, which will extract the data suitable to heart attack from the database. This access allows mastering the number of fragments through its k parameter. Subsequently the frequent patterns are mined from the extracted data, suitable to heart distemper, using the MAFIA (Maximal Frequent Itemset Algorithm) algorithm.

However, the oral cancer is to predict cancer and non-cancer of the every patient by using different
classification methods. In this research of the suggested work, the datasets are get from various diagnostic institute contains both cancer and non-cancer patient’s information and collected data is pre-processes for duplicate and missing information and unpredictable of data can be utilized in different algorithm such as C 4.5, Random tree, and Bayesian Classification Model.

3. Research Methodology

3.1 Dataset
The BAHNO NMDS (National Minimum Data Set) is to be the slightest quantity of data that all expert oncologist or other specialist, doctors, surgeons are managing the patients with must be expected to collect the data of each and every patients suffering with data set format categories are given below.

Table: Independent Variable Categories

<table>
<thead>
<tr>
<th>No</th>
<th>Variable</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Patient ID</td>
<td>Numerical</td>
</tr>
<tr>
<td>2</td>
<td>Age</td>
<td>Numerical</td>
</tr>
<tr>
<td>3</td>
<td>Gender</td>
<td>Categorical</td>
</tr>
<tr>
<td>4</td>
<td>History of Addiction</td>
<td>Categorical</td>
</tr>
<tr>
<td>5</td>
<td>Co-Morbid Condition</td>
<td>Categorical</td>
</tr>
<tr>
<td>6</td>
<td>Symptoms</td>
<td>Categorical</td>
</tr>
<tr>
<td>7</td>
<td>Neck Node</td>
<td>Categorical</td>
</tr>
<tr>
<td>8</td>
<td>Tumor Size</td>
<td>Categorical</td>
</tr>
<tr>
<td>9</td>
<td>Cancer</td>
<td>Categorical</td>
</tr>
</tbody>
</table>

In the dataset contains number of variables included all the fields depends on the standard medical record type. Here the dataset were prepared totally 9 variables [Table] (7 input variables and 2 output variables). There is two numerical variable i.e. Case id and Age and as a Categorical variable, used Gender (Male, Female), History of Addiction (Alcohol, Smoking, Gutka, None, All), Co Morbid Condition (Hypertension, Diabetes, Immuno-compromised, none), Symptoms (No, Burning, Ulcer, Mass, Loosening of tooth), Tumor Size (<2 cm, 2 cm to 4 cm, >4 cm).

3.2 Preprocessing
It contains both cancer and non-cancer patient’s information and collected data is preprocesses for duplicate and missing information and inconsistent of data and propose a classification approach is utilized.

3.3 Clustering
Fuzzy cluster means (FCM or fuzzy C-Means) model for the analysis of noisy data and clinical symptoms to categorize liver disarray. Application of cluster analysis implicate a series of procedural and diagnostic decision steps that developed the distinction and consequence of the clusters created.

3.4 Data Model
The assessment methods are mutual together using the group of data sets contains NMDS (National Minimum Data Set), will classifies the patterns in the list in order to recognize the whole database available in

Clinical Symptom | Addiction | Comorbid Condition | Estimation |
---|---|---|---|
Burning Sensation | Tobacco Smoking | Alcohol | Plaque Like |
Mass | None | None | Polypoidal |
Burning Sensation | Smoking | Alcohol | Plaque Like |
Mass | None | Alcohol | Polypoidal |

### 3.5 Algorithm Specification

The Data Mining algorithm discovers the calculations, which create a data mining type from data. In this project using the efficient algorithm to utilize for a result.

#### 3.5.1. C 4.5

The attribute values of the categories are mapped with help of this C4.5 algorithm. The categories will be utilized for novel and unseen instances i.e. new Oral cancer records. The every row indicates a new Oral cancer record that is described through the attributes. The Iterative Dichotomizer 3 algorithm described the decision tree is a method for associated regular questioning of the attribute and their branches describe the value.

**Algorithm: C 4.5**

Input: An attribute at which is having valued dataset DS
1) Tree = {}
2) If DS is “empty” OR other terminate criteria met then
3) Stop
4) end if
5) for every attribute AtxDS do
6) Calculate data-theoretic criteria if we divide on attribute At
7) end for
8) Atbest= Top attribute depend upon above computed criteria
9) Tree = Construct a decision node that checks Atbest in theroot
10) DSv= Persuaded sub-datasets from DS using Atbest
11) for every DSv do
12) Treev= C 4.5(DSv)
13) Attach Treev to the equivalent branch of Tree
14) end for
15) Return Tree

#### 3.5.2. Random Tree

It is a process to data analysis and predictive modeling. Random tree facilitates outliers and anomaly avoidance and error detection. It succeeds best accuracy. The high dimensional data can be simply visualized with the help of random tree.

**Algorithm: Random Tree Classification Algorithm**

Start

{RF= {Choose attributes subset of given dataset D}}
For each chosen variable
{If (RF.av == True) then take the relevant attributes
Else
Take the irrelevant attributes
}
for all RF until leaf node is reached.
End

Relevant attributes –cancer, Non-relevant- non-cancer
3.5.3. Naïve Bayes Algorithm
It is very easy to construct, not needing any complicated iterative parameter assessment schemes. This means it may be readily applied to massive data sets. It is easy to solve, so users unskilled in classifier technology can understand why it is making the classification it makes.

3.5.4. Apriori Algorithm
Apriori is a classic algorithm for learning association rules. Apriori is designed to engage on databases containing transactions. The significance of each feature is tested using KL diversity. Classification efficiency with wavelet and Gabor wavelet based texture features is also made. Wavelet family with gab or texture features leads to 92% average overall classification accuracy for preprocessing Quantization and 76.83% accuracy for Bayesian one.

**Apriori Algorithm**: can be used to generate all frequent Item set:

L1 = {frequent items};
For (k = 1; Lk! =Ø; k++) do begin
Ck+1 = candidates generated from Lk;
For each transaction T in the database does increment the count of all candidates in Ck+1 that are contained in T
Lk+1 = candidates in Ck+1 with minimum support
end return CkLk;
Where, Ck: Candidate itemset of size k
Lk: frequent itemset of size k

3.5.5. Support Vector Machine (SVM)
The recurrent item sets determined by a SVM can be used to determine association rules, which hyphenate general trends in the database.

**Algorithm**: The Candidate Generation and Test Approach.
Step 1: Initially, scan database (DB) once to get frequent 1-itemset.
Step 2: Generate length (k + 1) candidate item sets from length k frequent item sets.
Step 3: Test candidates against DB.
Step 4: Terminate, if no regular or candidate set can be produced.

4. Result and Discussion
The main aim of this paper was to determine how the data mining algorithms are consumed in the existing approaches to overcome the solution of diagnosing diseases in the earlier stages. This paper provides an idea about major life-threatening diseases and their diagnosis using classification, clustering and the bio inspirational based techniques.
The Best Result producing data mining algorithms used for disease diagnosis and prognosis are shown in the figure.
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The accuracy of a classifier on a given test set is the percentage of test set tuples that are correctly classified by the classifier.

The accuracy and measurement of detection can be further modified by preprocessing approach. These papers focus more on accuracy. The approaches applied for cancer detection can be classified to the preprocessing difference.

Evaluation of the performance of the algorithm across various demographic characteristics was conducted in the validation process. An efficient analysis technique is preprocessing to classify the data mining techniques: Random Tree, C4.5, Naïve Bayes, SVM, and Apriori algorithms.

5. Conclusion
In healthcare, data mining is becoming increasingly more essential. In this paper, various methods to detect cancers are evaluated. The proposed work will diagnose oral cancer at an earlier stage which helps surgeons to provide medications and other treatments necessary for the particular cancer type. In this proposed technique implemented applied many classification algorithms on NMDS dataset and the performance has been analyzed five different types of algorithms. In this technique the C4.5 measure an 81%, an Apriori algorithm measure an 76%, Support vector mechanism measure an 75%, and Naïve Bayes algorithm measure an 79%. The Random forest algorithm gives a best result for detecting an oral cancer at early stage and its measures 83%. Finally the author conclude in future we combine the C4.5 and Random forest algorithm we have the better result.
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