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Abstract: Text mining is the structure of data contained in natural language text. It is the series of action of extracting information from text. It consist of information retrieval, lexical analysis, pattern recognition, information extraction. The main target in text mining is to find the similarity between documents in order to group the similar documents. The word recurrence distributions are identified to find the similarity between various documents. The overreckon goal is, essentially, to turn text into data for analysis. Vector space model was used to categorise the relevant documents. Long documents are poorly represented because they have poor similarity values and keywords must exactly match the document terms. Documents may have similar context but different term vocabulary won’t be associated which tendsls to less accuracy. Illusory based approach was used and it was suitable only to short queries. In high dimensional data, the common distance measures can be influenced by noise. Existing clustering algorithms are implemented based on partitioning, hierarchical, density based and grid based. All clustering methods have to assume some cluster relationship among the data objects that they are applied on. Similarity between a pair of objects can be defined either explicitly or implicitly. In this paper, So, in this paper we propose “multi view– point based clustering methods with similarity measure by using incremental algorithm” approach for clustering high dimensional data. The major difference between a traditional dissimilarity/similarity measure and ours is that the former uses only a single viewpoint, which is the origin, while the latter utilizes many different viewpoints, which are objects, assumed to not be in the same cluster with the two objects being measured.

INTRODUCTION:

Clustering is an important task in data mining process which is used for the purpose to make groups or clusters of the given data set based on the similarity between them. A cluster is a group of data objects that are similar to one another within the same cluster and are not similar to the objects in other clusters. Clustering has been widely studied in various application domains including natural networks. Clustering divides data into meaningful or useful groups or clusters. If meaningful clusters are the target, then the output clusters have to capture the natural structure of the data. Clustering is an important area of research, which finds applications in all fields including bioinformatics, pattern recognition, image processing, marketing, data mining, economics etc. In this paper the analysis of cluster is done with method K-means clustering algorithm. K-means a clustering algorithm that deals with numerical attribute values (NAs) firstly, although it could also be applied to datasets with binary values, by considering the binary values as numerical. The K-means clustering algorithm for numerical datasets requires the user to specify the number of clusters to be produced and the algorithm builds and refines the supposedly number of clusters. But due to number of repitation in the loop, the basic K-means is computationally extra time consuming and also it outcomes different results with different dataset. So the proposed K-means clustering algorithm will minimise the number of repitations and the time complexity.

2. CLUSTERING ALGORITHMS

2.1. SIMPLE KMEANS CLUSTERING

KMeans is a repititative clustering algorithm in which items are forward among set of clusters install the desired set is got. This can be viewed as a type of squared error algorithm. The cluster mean of \( K_i = \{t_i1, t_i2, \ldots, t_im\} \) is defined as, \( m_i = (1) \)

Algorithm 1: K-Means Clustering Input: \( D = \{a_1, t_2, \ldots, t_m\}\) // set of elements. \( k \) // number of desired clusters. Output: K // set of clusters. Procedure: assign initial values for means a1, a2, …ak; repeat assign each item ai to the cluster which has the closest mean; calculate new mean for each cluster; until convergence criteria is met; In almost all cases, the simple KMeans clustering algorithm takes more time to form clusters. So it is not suitable to be employed for large datasets.

2.3. EFFICIENT KMEANS CLUSTERING

In every iteration, the k-means algorithm computes the distances between data point and all centers; this is computationally very expensive especially for huge datasets. For each data point, the distance can be kept to the nearest cluster. At the next iteration, compute the distance to the previous nearest cluster. By comparing the old distance with new distance, and if it is less than or equal, then the point will be in the same cluster. This saves the time required to compute distances to \( k-1 \) cluster centers. Two functions are written to implement efficient KMeans clustering algorithm. The first is the simple KMeans, which calculates the nearest point of center. This is done by computing the distances to all centers. Each data point keeps its distance to the nearest center.

C. FARTHEST FIRST CLUSTERING

Farthest first is a different than K Means. it placed the cluster center at the point other than the present cluster. This point have to lies within the data area. The points that are further are clustered together first. This component of farthest first clustering algorithm speeds up the clustering process in many situations likes less reassignment and adjustment is needed.

2.4. MAKE DENSITY BASED CLUSTERING
A cluster is a dense region of points that is separated by low density regions from the tightly dense regions. This clustering algorithm can be used when the clusters are irregular. The make density based clustering algorithm can also be used in noise and when outliers are encountered. The points with same density and present within the same area will be connected to form clusters. Algorithm 3: Density based Clustering.

1. Compute the ε-neighborhood for all objects in the data space.
2. Select a core object CO.
3. For all objects co □ CO, add those objects y to CO which are density connected with CO. Proceed until no further y are encountered.
4. Repeat steps 2 and 3 until all core objects have been processed.

3.EXISTING SIMILARITY MEASURES

3.1 CHI - SQUARED

Karl Pearson in 1900 proposes the chi-squared Statistic. It examines whether there exist, any association between the categorical variable. Range exists between -1 to +1 for two variables and 0 to +1 for larger number of variable. The value more close to 1 indicates a strong relationship between variables. The chi square ($\chi^2$) formula is defined as,

$$X^2 = \sum_{i=1}^{n} \frac{(O_i - E_i)^2}{E^2}$$

where, $O_i$ represent observed value and $E_i$ represent Expected value.

Steps in Chi Square Test:

1. Given Observed frequency
2. Note the Expected frequency
3. Apply the chi square formula
4. Find the degree of freedom($df = N – 1$)

5. If the obtained value is equal or greater than the chi square table reject the null hypothesis.

Advantage of Chi square is it requires no assumptions about the shape of the population distribution from which a sample is drawn. It can be applied to nominal or ordinal measured variables. Limitation of Chi square similarity are, 1) need quantitative data, 2) sensitive to sample size, 3) does not give much information about the strength of the relationship and 4) Expected frequency should not be less than 1.

3.2 COSINE SIMILARITY

Cosine similarity is a popular method for text mining. It is used for comparing the document (word frequency) and finds the closeness among the data points in clustering. Its range lies between 0 and 1. The similarity between two terms X and Y are defined as follows.

$$\text{CosineSim} (X, Y) = \frac{X \cdot Y}{\|X\| \|Y\|}$$

3.3 OVERLAP

The overlap is measure counts the number of attribute that matches the two data instance. It uses only the diagonal entries of the similarity matrix and sets off diagonal entries to 0 [5]. The range of per attribute value is 0 to 1. 0 indicate no match exist between the attribute and 1 indicates match exist between the attribute. The overlap similarity is defined as,

$$S_k(x_k, y_k) = \begin{cases} 1 & \text{if } X_k = Y_k \\ 0 & \text{otherwise} \end{cases}$$

3.4 DISC

Data Intensive Similarity Measure for Categorical Data analysis (DISC) [6]. It makes use of a data structure called categorical information table (CI Table). CI table stores the co-occurrence statistics for the categorical data. The similarity between two attribute is measured using the cosine similarity measure.

3.5 DILCA

DIstance Learning in Categorical Attribute is the measure used by the author. Co-occurrence table is formed for all the features using symmetric uncertainty a matrix is generated and conditional probability is applied, the results are given to the Euclidean measure to find the similarity between the attributes.

CONCLUSION

The paper describes a review on different clustering methodologies and similarity measure associated with the categorical data clustering. The factor that affects various clustering algorithm, its advantage and limitation are discussed. Time complexities of various categorical clustering algorithms are discussed. Cluster accuracy and error rate for real world data set using different categorical clustering algorithms, parametric and non parametric version of DILCA and categorical similarity measure are illustrated.
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