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Abstract — Infrastructure as a Service (IaaS) is a type of Cloud Computing service delivery model that provides compute, storage, and network resources to the consumers in an on demand manner. In IaaS cloud environment, resource allocation is one of the complex tasks due to the heterogeneous nature of cloud resources and dynamic job requirements to run the jobs. However, the IaaS cloud resource allocation mechanism should consider both the customer’s profit as well as provider’s profit, while allocating resources to the jobs. Henceforward, in this research work we proposed a Profit-Aware Policy Scheduler (PAPS) incorporated with two scheduling policies namely Provider Profit-Aware Scheduling Policy (P-PASP) and User Profit-Aware Scheduling Policy (U-PASP). Finally, we have integrated the PAPS with Cloud Scheduler to efficiently handle the user’s job requests and allocate the Cloud resources to the job requests in an effective way. It is simulated to prove the effectiveness of the proposed research work by calculating the user’s profit, provider’s profit, and customer’s satisfaction.


I. INTRODUCTION

Cloud Computing is the recently emerging technique from the family of the distributed computing paradigm. The cloud service models in the cloud computing is categorized into Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS) [1]. Nevertheless, IaaS plays a major role in providing compute, storage and network instances to the customers in an on demand manner based on their application requirements. However, the allocation of resources to the job requests is the biggest challenging issue. The resource allocation mechanism should complete the job requests within the deadline and budget specified by the user as well as it should increase the revenue of the cloud providers. This leads to increase the customers profit and satisfaction as well as providers profit. However, some of the existing research works [2], [3] and [4] aims to maximize the either the provider’s profit or to maximize the customer’s profit this results in user satisfaction as well as it reduces the revenue of the cloud providers. Hence, it is essential to develop a resource allocation mechanism that should consider both the customer’s profit and provider’s profit.

Hence, in this research work we proposed a Profit-Aware Policy Scheduler (PAPS), which is integrated with two scheduling policies namely (i) Provider Profit-Aware Scheduling Policy (P-PASP) and (ii) User Profit-Aware Scheduling Policy (U-PASP). P-PASP mainly aims to maximize the provider’s profit as an objective, whereas U-PASP mainly aimed to maximize the customer’s satisfaction by satisfying the user specified budget and deadline. The proposed resource scheduling policies improve the efficiency of the Cloud Scheduling mechanism by efficiently allocate the job requests to the cloud resources in an effective manner. In brief, the contribution of the research work is summarized below:

1. Designed a Profit-Aware Policy Scheduler (PAPS) to effectively allocate the cloud resources for the job requests
2. Developed a Provider Profit-Aware Scheduling Policy (P-PASP) and User Profit-Aware Scheduling Policy (U-PASP) to maximize the customers and providers profit.
3. Integrate the PAPS Scheduler with Cloud Scheduler, which is integrated with P-PASP and U-PASP to improve the efficiency of the Cloud Scheduling mechanism.
4. Simulation is carried out to prove the effectiveness of the proposed work.

The rest of the paper is organized as follows: Section 1 introduces the proposed work. Section 2 describes the related works, which are closely related to our research work. Section 3 discusses the problem statement and proposed scheduling policies in detail. Section 4 elaborates the system architecture to implement the proposed research work. Section 5 discusses the simulation setup and achieved simulation results for the proposed work. Section 6 concludes the proposed research work and explores the feasibility of future work.

II. RELATED WORKS

Chaisiri et al. [6] proposed the resource-provisioning algorithm based on the stochastic programming model to minimize the cost. The proposed algorithm allocates the cloud resources by reserving the less cost resources for reserving instances and more cost for on-demand...
instances. Hong Xu and Baohun Li [7] claimed that there is always a trade-off between the available cloud resources and demand during the pricing of cloud resources. They have formulated the revenue maximization problem based on the stochastic program to maximize the revenue of the cloud providers. In addition, the efficiency of the proposed work validated based on their achieved numerical results. Thamarai Selvi Somasundaram and Kannan Govindarajan [8] proposed CLOUD Resource Broker (CLOUDRB) architecture for effectively managing the cloud resources and completing the scientific applications within the user-specified deadline. Their proposed solves the trade-off issue between the execution time and cost. Kuan Lu et al. [9] proposed a QoS-based resource management framework for solving the trade-off issues between user QoS requirements and resource provider’s objectives. Hadi Goudarz and Massoud Pedram proposed a resource allocation mechanism in the distributed cloud systems to increase the total profit by meeting the Service Level Agreements. Their proposed mechanism considers processing, storage, and network resources in the resource allocation process.

III. PROBLEM STATEMENT AND SCHEDULING POLICIES

A. Problem Statement

The resource allocation problem in IaaS Cloud resources is stated as “User job requests should be completed within the specified budget and time and it should not decrease the revenue of the cloud providers”. The outcome of the proposed resource allocation mechanism should increase the customers satisfaction and profit of the cloud provider’s. The objective function is formulated as

\[
\text{Max } \sum_{j \in M} \text{Profit}_{t_j}
\]

Subject to the constraints

\[
\text{Min } \sum_{i \in N} \sum_{j \in M} \text{Expenses}_{t_i,t_j}
\]

\[
\text{ActualExecutionTime}_{t_i,t_j} \leq \text{Deadline}_{t_i}
\]

\[
1 \leq i \leq N; 1 \leq j \leq M
\]

B. Profit-Aware Scheduling Policies

The Algorithm for User Profit Aware Scheduling Policy is given in Algorithm 1. It first finds out the suitable resources for each task. It computes the difference between the expected execution time, which is based on the difference between finish time and start time of the task on the suitable resources. Next, it computes the expense for the task, which is based on the actual running time, and the cost incurred per hour for the resources. If the actual execution time of the task is less than the deadline specified by the user and also expense is less than the actual budget proposed then satisfaction will be computed from execution time and cost. The resource, which brings maximum satisfaction to the task, will be assigned to process the task.

Algorithm 1: User Profit Aware scheduling Policy

Input: T \( \left\{ t_1, t_2, ..., t_N \right\} \), R \( \left\{ r_1, r_2, ..., r_M \right\} \)
Output: SR \( t_i \)
For \( i = 1; i \leq N; i++ \)
\{
    SR_{t_i} = \{ \}
    Satisfaction_{t_i} = 0
    For \( j = 1; j \leq M; j++ \)
    \{
        Compute the Expected Execution Time of the task as
        \[
        \text{ExpectedExecutionTime}_{t_i,r_j} = \text{FinishTime}_{t_i} - \text{StartTime}_{t_i}
        \]
        Compute the Expenses as
        \[
        \text{Expenses}_{t_i,r_j} = \text{Cost}_{t_i,r_j} * \text{ActualExecutionTime}_{t_i,r_j}
        \]
        If \( \left( \text{ActualExecutionTime}_{t_i,r_j} \leq \text{Deadline}_{t_i} \right) \)
        \{
            Compute the Saved Cost as
            \[
            \text{SavedCost}_{t_i} = \text{ExpectedExecutionTime}_{t_i,r_j} - \text{ActualExecutionTime}_{t_i,r_j}
            \]
            Compute the Saved Time as
            \[
            \text{SavedTime}_{t_i} = \text{ExpectedExecutionTime}_{t_i,r_j} - \text{ActualExecutionTime}_{t_i,r_j}
            \]
            Compute the Satisfaction as
            \[
            \text{Satisfaction}_{t_i} = \text{Expenses}_{t_i,r_j} - \text{Budget}_{t_i}
            \]
            Include the resource \( r_j \) in the set \( \text{SR}_{t_i} \)
            If \( \left( \text{Satisfaction}_{t_i} < \text{MaxSatisfaction}_{t_i,r_j} \right) \)
            \{
                MaxSatisfaction_{t_i,r_j} = \text{Satisfaction}_{t_i}
                Mark the resource \( r_j \)
            \}
            Assign the resource \( r_j \) for the task \( t_i \)
    \}
\}

The algorithm for Provider Profit Aware Scheduling Policy is given in Algorithm 2. It computes the revenue and profit for each resource that satisfies the user task’s QoS requirements. The resource that earns highest profit will be assigned to the resource.

Algorithm 2: Provider Profit Aware Scheduling Policy

Input: T \( \left\{ t_1, t_2, ..., t_N \right\} \), SR \( t_i \)
Output: A resource \( r_j \) for \( t_i \)
For \( i = 1; i \leq N; i++ \)
\{


For each resource in $SR_{ti}$

\[
\text{Compute the revenue for the provider as}
\]

\[
\text{Revenue}_{t_{rfj}} = \text{Cost}_{t_{rfj}} \times \text{ActualExecutionTime}_{t_{rfj}}
\]

\[
\text{Compute the profit for the provider}
\]

\[
\text{Profit}_{t_{rfj}} = \text{Revenue}_{t_{rfj}} - \text{Cost}_{t_{rfj}}
\]

\[
\text{If } \left( \text{Profit}_{t_{rfj}} < \text{Profit}_{t_{rj}} \right) \}
\]

\[
\text{Profit}_{t_{rfj}} = \text{Profit}_{t_{rj}}
\]

\[
\text{Mark the resource } r_{j}
\]

\[
\}
\]

\[
\text{Assign the resource } r_{j} \text{ for the task } t_{i}
\]

IV. PROPOSED ARCHITECTURE

The system architecture to implement our proposed research work is shown in Figure 1.

![Proposed Architecture Diagram](image)

The Request Handler component handles the user application requirements, which consist of software, hardware, budget, deadline, etc. It matches the user hardware and software requirements with available Cloud resources information, and it sends the matched resource list to the Job Dispatcher. It is the component, which first sends the job requests to Profit-Aware Policy Scheduler (PAPS) to allocate the resources for the job requests. It is integrated with two scheduling policies namely (i) User Profit-Aware Scheduling Policy (UPASP) (ii) Provider Profit-Aware Scheduling Policy (PPASP). The scheduling policies, selects the resources based on the user and provider specified constraints, then, it sends the selected resources to the Job Dispatcher. Job Dispatcher dispatches the job requests to the Resource Provisioner component. The Resource Provisioner interfaces the Cloud Resource Manager to provision the virtual machine instances for running the user applications. The Cloud Resource Manager has four major components, namely (i) Security Management (ii) Image Management (iii) Information Management and (iv) Network Management. The security management, handling the authentication and authorization related issues between the users and the cloud providers. The image management is responsible for managing the operating system images in the cloud providers. The information management handles the physical and virtual resource related information. The network managements handle the IP related and connectivity issues between the user’s and the virtual machines resides in the cloud providers.

V. SIMULATION SETUP AND RESULTS

The simulation setup is discussed in section 5.1 and simulation results are discussed in section 5.2.

A. Simulation Setup Details

We have simulated the proposed PAPS mechanism in this paper which considers both U-PASP and P-PASP. The simulation results are compared with PAPS considers either User Profit-Aware Scheduling Policy (U-PASP) or Provider Profit-Aware Scheduling Policy (P-PASP). The simulation results are evident that our proposed approach achieves better results compared to other mechanism. The experiments are carried out by generating the job requests from 1 to 500. Similarly, we have generated the cloud resources from 1 to 1000.

B. Simulation Results

The simulation experiments are carried out to calculate the user’s profit, provider’s profit and customer’s satisfaction. The first simulation experiment is carried out to analyze the customers’ profit. Our proposed PAPS approach is compared with other techniques of U-PASP and P-PASP. The customers profit results are represented as graphical charts which are shown in Figure 2. From the results as shown in Figure 2, it is evident that our proposed scheduling approach yields better customers profit.
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The second simulation experiment is carried out to analyze the provider’s profit. Our proposed PAPS approach is compared with other techniques of U-PASP and P-PASP. The results are represented as graphical charts which are shown in Figure 3. From the results as shown in Figure 3, it is evident that our proposed scheduling approach yields better provider’s profit, which travels between P-PASP and U-PASP. The customers profit is very high in UPASP, since it is greedy for profit of customers alone and does not take into account of resources, which decreases the profit for the resource provider. The proposed PAPS achieve a balanced...
customer and provider profit because the proposed algorithm first finds the resources that can process the task in minimal time and also with minimal expenses. However, the customers profit in PPASP is very minimal, since their main motivation is to maximize the profit of the resources, they do not consider the profit of the customers, which leads to increase more expenses for the customers.

Figure 3: Comparison of Providers Profit

This simulation experiment is carried out to analyze the customer’s satisfaction. Our proposed PAPS approach is compared with popular techniques of Round Robin. The results are represented as graphical charts which are shown in Figure 4. From the results as shown in Figure 4, it is evident that our proposed scheduling approach maximizes the customer’s satisfaction. The proposed PAPS achieve maximum customer satisfaction than Round Robin approach. The reason behinds that, PAPS allocate the resource to the task by considering deadline and the budget specified for the task. The round robin allocates the jobs without considering deadline and budget, i.e. allocates the resource which is available at that time. It leads to the non-completion of task within the deadline that increases the execution time of the task, obviously it maximizes the cost that reduces the customer’s satisfaction.

Figure 4: Comparison of Customer’s Satisfaction

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed Profit-Aware Policy Scheduler (PAPS) architecture to allocate the job requests resources in an efficient manner from the IaaS Cloud resources. We have proposed two scheduling policies namely Provider Profit Aware Scheduling Policy (P-PASP) and User Profit Aware Scheduling Policy (U-PASP) and it is integrated with Cloud Scheduler. The integrated scheduling policies in the Cloud Scheduler enhance the efficiency Cloud Scheduling mechanism. We have also illustrated that the proposed research work effectively schedules the user job requests and allocates the job requests to the cloud resources in such a way that the proposed mechanism maximizes the customer’s profit and provider’s profit as well as the customer’s satisfaction. The future work will be the integration of the resource prediction mechanism to further improve the resource allocation process.
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