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Abstract
An correct prediction of range of defects during a product throughout system testing contributes not solely to the management of the system testing method however additionally to the estimation of product’s maintenance. Here, a replacement approach, referred to as ‘Functional Estimation package Defect’ is conferred that computes associate degree estimate of total range of defects in associate degree in progress testing method. The estimation of the whole range of defects at early stages of the testing method helps managers to create resource allocation and point in time selections. the employment of nonbayesian approaches has well-tried to be correct however presents a definite latency to realize an inexpensive accuracy. Here we have a tendency to describe useful Estimation package Defect model
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I. Introduction
In this paper, the focus is on estimated number of defects in a software product. Availability of this estimate allows a test manager to improve planning, monitoring, and controlling activities to provide more efficient testing process. Also, since, in many companies, system testing is one of the last phases (if not the last), time to release can be better assessed; the estimated remaining defects can be used to predict the required level of customer support. Ideally, a defect estimation technique has several important characteristics. First, the technique should be accurate as decisions based on inaccurate estimates can be time consuming and costly to correct. However, most estimators can achieve high accuracy as more and more data becomes available and the process nears completion many researchers have addressed this important problem with varying end goals and have proposed estimation techniques to compute the total number of defects.

II. Present Approach
There are two broad groups of estimation methods called Classical Approach and Bayesian Approach as shown in Figure 1. If there is prior statistical knowledge about the parameter which we are interested to estimate, then an estimator based on Bayesian Approach can be found. Note that the prior knowledge can be in the form of prior mean and variance and probability distribution of the parameter. There are
An Estimation of Software Defects Model is a new approach proposed. The input is the defect data set (as date and defect description) and error correction rate. The error correction rate is various as per the experience of the tester. This approach is fully automated.

III. Estimation Theory Overview

In defect estimation we need to extract information from observations that have been corrupted by noise. In formation of interest to extract from the observations is total number of defects in software. The concepts of the data, noise, and information to extract are represented mathematically; the observations are an N-point data set represented as vector x, or $x[0], x[1], \ldots , x[N-1]$ and information to extract from the data set is the scalar parameter $\theta$. The noise is represented as the vector $w$, or $w[0], w[1], \ldots , w[N - 1]$. The parameter $\theta$ is linearly related to the observation, i.e., each observation is the sum of the parameter and noise.

$$X[n] = \theta + w[n]$$

The noise components $w[0], w[1], \ldots , w[N - 1]$ are observed at different instants of time; they are assumed to be identically independently distributed (iid) Gaussian random variables. The iid assumption is an established, simplifying assumption, which means the Cross Correlation of noise components is 0. Hence, there is no interference among noise components.

A more general form of the linear model is presented in

$$X = h \theta + w$$

Where $x \in \mathbb{R}^N$, $h \in \mathbb{R}^{N \times 1}$ is the observation matrix, $h$ can contain information such as number of testers, failure intensity rate, number of rediscovered. Given a data set of observations $x$, the problem is to estimate $\theta$. There are several steps needed to define an estimator. The first step is to select the model relating the observations, parameter $\theta$ and noise. A Normal, or Gaussian, random variable with mean $m$ and variance $\sigma^2$, $N[m, \sigma^2]$ is often assumed. The equation for the probability density function (PDF) of the Normal distribution is used.

$$f(x) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{1}{2 \sigma^2} (x[m] - \theta)^2}$$

If probability distribution of data is known, finding an estimator $\hat{\theta}$ is simply finding a function of data which gives estimates of the parameter. Many defect estimators [4, 5, 6, 11, 12, 13, 14] assume probability distribution for data. The variability of estimates determines efficiency of estimator. The higher variance of estimator, less effective (or reliable) is estimates. Hence various estimators can be found for data but one with the lowest variance is the best estimator. Another important characteristic of the estimator is that it must be unbiased.

There are various methods available to determine the Lower bound on the variance of the estimators, e.g. [8, 10]. But Lower Bound (CRLB) [7] is easier to determine.
Where expectation is taken with respect to \( p(x; \theta) \) then, variance of any unbiased estimator \( \theta \) must satisfy

\[
\text{VAR}(\theta) \geq \frac{1}{E\left[ \frac{\partial \ln p(x; \theta)}{\partial \theta} \right]^2},
\]

An estimator which is unbiased, satisfies the CRLB theorem, and is based on a linear model is called an efficient. Minimum Variance Unbiased (MVU) estimator [7]. In other words it efficiently uses data to find estimates. An estimator whose variance is always minimum when compared to other estimators but is not less than CRLB is simply called MVU estimator. For a linear data model (Eq. 2) it is easier to find the efficient MVU estimator as given by Eq. 5. The efficient MVU estimator and its variance bounded by CRLB are given by Equation 6.

IV. Proposed Approach

The new estimation model proposed in this work. This model is illustrated in Fig. 2. The only input to this model is set of data observations; no additional a priori knowledge is required. The data contains number of defects removed from the software under test; data may be sampled using any given fixed period of time (e.g., daily, weekly, bi-weekly, etc.).

The output of proposed model is an estimate of total number of defects in product. It requires data observations and initial values for two constants, \( \lambda_1 \) and \( \lambda_2 \), as inputs. The two constants are generated by \( \lambda_1 \lambda_2 \) Approximator component is responsible for finding two constants, \( \lambda_1 \) and \( \lambda_2 \) these are rate and scale parameters for defect curve over time. The inputs are data observations. Two existing techniques are applied in this component: exponential peeling and nonlinear regression. The approximation approach is also based on this model for software test process. This component calculates and outputs values for \( \lambda_1 \) and \( \lambda_2 \).

The Error Correction component is responsible for improving the estimate. The input is estimate \( ^R_{\text{init}} \) calculated by Estimator component. The algorithm in this component calculates a mean growth factor using a history of previous estimates, where each growth factor value is the ratio of one estimate over a previous estimate. The mean growth factor is used to correct current estimate; the corrected value is the output, \( ^R_{\text{init}c} \).

\[
R(t) = R_{\text{init}} \left( \frac{\lambda_2}{\lambda_2 - \lambda_1} e^{-\lambda_1 t} - \frac{\lambda_1}{\lambda_2 - \lambda_1} e^{-\lambda_2 t} \right)
\]

where \( R(t) \) is number of remaining errors at time \( t \). \( R_{\text{init}} \) is initial number of defects present in software at time \( t = 0 \). Equation (4) has been rewritten, where \( R(n) \) is number of remaining defects at nth time unit

\[
R(n) = R_{\text{init}} \left( \frac{\lambda_2}{\lambda_2 - \lambda_1} e^{-\lambda_1 n} - \frac{\lambda_1}{\lambda_2 - \lambda_1} e^{-\lambda_2 n} \right)
\]

\( R(n) \) is number of remaining defects at day (or any other fixed time interval) \( n \) after removing defects at day \( n - 1 \). \( R_{\text{init}} \) is the total or initial number of defects present in software product. The values of \( \lambda_1 \) and \( \lambda_2 \) are calculated by the \( \lambda_1 \lambda_2 \) Approximator.

To computing the estimator using three unknowns, \( R_{\text{init}}, \lambda_1 \) and \( \lambda_2 \), leads to a very complex solution. To avoid this situation, the \( \lambda_1 \lambda_2 \) Approximator approximates values of \( \lambda_1 \) and \( \lambda_2 \). The \( \lambda_1 \lambda_2 \) Approximator uses two steps. The first step is to find the initial values \( \lambda_1 \) and \( \lambda_2 \) using a technique.

Error Correction:

The accuracy of an estimator is heavily dependent on the data set provided. For example, with few initial points in a data set, it is very difficult to produce highly accurate estimates.
Survey and Comparative Study

Over the years, many defect prediction studies have been conducted. The studies consider problem using a variety of mathematical models (e.g., Bayesian Networks, Probability distributions, reliability growth models, etc.) and characteristics of project, such as module size, file structure, etc. A useful survey and critique of these techniques is available in [9].

The classical method is used BBNs to predict number of defects in software. The results shown are possible; the authors also explain causes of results from this model. However, accuracy has been achieved at cost of requiring expert knowledge of Project Manager and historical data (information besides defect data) from past projects. Currently, such information is not always collected in industry. Also, expert knowledge is highly subjective and can be biased.

These factors may limit application of such models to a few companies that can cope with these requirements. This has been a key motivating factor in developing this approach. The only information needed is defect data from the ongoing testing process; this is collected by almost all companies fig.4.1. Shows defect data set which contains date of defect occurred and defect type. Fig.4. Shows that estimation of data set(refer fig4.1 data set as input) of 22 defects as input and error correction rate as input is given as 0.5 per day.

However, they point out that the use of BBN is not always possible and an alternative method, Defect Profile Modeling (DPM), is proposed. Although DPM does not demand much on calibration as BBN[16], it does rely on data from past projects, such as the defect identifier, release sourced, phase sourced, release found, phase found, etc. Both approaches produce accurate estimates with similar convergence rates. Although the results of new approach are very good, there are a number of inherent issues in the approach that restrict its application. New approach not requires more information in addition to the history of number of defects found in the current project.

In summary, the comparison between the application of BBN and the new approach for the data set available in [7] indicates both approaches produce accurate estimates with similar convergence rates. However, as pointed out before, the major advantage of the new approach is that it relies only on defect data, while BBN approach requires much more information to compute the estimates. Such information is not available in many organizations.

V. Conclusion

An correct prediction of total variety of software effects helps in analysis of the standing of testing method. However the accuracy of the calculator owes to the estimation technique that is employed to develop the calculator. We’ve got tried to supply a general framework of obtainable estimation ways. This approach has following characteristics: initial, it uses defect count, associate degree virtually omnipresent input, as solely information needed to reason estimates (historical information don’t seem to be required). Most firms, if not all, developing package contains a thanks to report defects which may then be simply counted. Second, the user isn’t needed to supply any initial values for internal parameters or knowledgeable knowledge; it’s a completely machine-controlled approach. During this paper we have a tendency to mentioned theory behind defect prediction as a product quality part. We have a tendency to conferred some style ideas and meant options for our prediction model.
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