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Abstract—There are several mining algorithms of association rules. One of the most popular algorithm is Apriori algorithm that is used to extract frequent itemsets from large databases. Based on this algorithm, this paper is organized into two parts in first part of paper an Improved Apriori Algorithm is being presented that efficiently generates association rules. These reduces unnecessary database scan at time of forming frequent large itemsets. In second part of this paper we have tried to give contribution to improved Apriori algorithm by hiding sensitive association rules which are generated by applying improved Apriori algorithm on supermarket database. In this paper we have used innovative approach that strategically modifies few transactions in transaction database to decrease support and confidence of sensitive rule without producing any side effects.

Index Terms—Association rules, confidence, Data mining methods and Algorithm, Minimum Support Threshold (MST), Minimum Confidence Threshold (MCT), Rule hiding.

I. INTRODUCTION

Data Mining is the process of discovering new patterns from large data sets. It extract useful information or knowledge from large database. Data mining has developed an important technology for large database. Data mining applications like business, marketing, medical analysis, products control and scientific etc\textsuperscript{[15], [16]}. Association rule mining is one of the important problems in the data mining domain. Association rule analysis is a popular tool for discovering useful association from large database. This paper focuses on the problem of association rule mining, which hides the association rules from the database. This paper reviews the major method of rule hiding. Association rule mining, as a very important technique, has already been applied in a wide range of areas.

As a result of association rule mining, many useful association rules will be discovered. To solve this, limit the mining process, in order to keep these sensitive rules being hidden. There are so many methods to solve this problem. In this paper we used Algorithm for this project is Improved Apriori Algorithm. Apriori is a classic algorithm for learning association rule. Apriori is designed to operate on databases containing transactions. Association rule mining is mainly based on discovering frequent item sets. Association rules are frequently used by retail stores to assist in marketing, advertising, inventory control, predicting faults in telecommunication network.

A variety of data mining problems have been studied to help people get an insight into the huge amount of data. One of them is association rule mining, which was first introduced by Agrawal et al. \textsuperscript{[2]}. Agrawal and Srikant \textsuperscript{[4]} extend and define the problem as follows: An itemset is a set of products (items) and a transaction keeps a set of items bought at the same time. The support of an itemset I (denoted as $\text{Sup}_I$) in a transaction database is the percentage of transactions that contain I in the entire database. An itemset is frequent if its support is not lower than a minimum support threshold (denoted as MST). Association rule mining is to discover all the strong rules in the database. Several methods have been proposed \textsuperscript{[3], [5], [8], [9], [11]}. Association rules are usually required to satisfy user specified minimum support and a user specified minimum confidence at the same time. Association rule generation contains two steps:

1. Minimum support is applied to find all frequent item sets in a database.
2. These frequent item sets and the minimum confidence constraint are used to form rules.

II. PROBLEM FORMULATION

Definition 2.1: Association rule mining.

The count of itemset I (denoted as $C_I$) is the number of transactions containing I in D, and the database size (denoted as $|D|$) is the number of transactions in D. For two itemsets X and Y, where $X \cap Y = \emptyset; X \rightarrow Y$ holds in D (strong rule) if both the following conditions hold, where X and Y are called the precedent and the consequent, respectively.
1. \( \text{Sup}_{X \cup Y} = \text{Conf}_{X \cup Y} / |D| \geq \text{MST} \) and
2. \( \text{Conf}_{X \rightarrow Y} = \text{Sup}_{X \cup Y} / \text{Conf}_{X} \geq \text{MCT} \).

**Definition 2.2:** Association rule hiding

Let \( D' \) be the database after applying a sequence of modifications to \( D \). A strong rule \( X \rightarrow Y \) in \( D \) will be hidden in \( D' \) if one of the following conditions holds in \( D' \):

1. \( \text{Sup}_{X \cup Y} < \text{MST} \) and
2. \( \text{Conf}_{X \rightarrow Y} < \text{MCT} \)

### III. MINING AND HIDING OF SENSITIVE ASSOCIATION RULE

Mining sensitive association rule is one of the recent data mining technique, has already been applied in a wide range of areas. Association rule mining is one of the important problems in the data mining domain. Firstly we have to find frequent itemsets from large database. Then we have to generate association rules. After that we have to mine sensitive association rules. Researchers have recently made efforts at hiding sensitive association rules. It aims at finding interesting patterns among the databases. In association rule mining many useful association rules will be discovered. We have to limit the mining process, in order to keep these rules being hidden. Association rule mining is to find out association rules that satisfy the minimum support and minimum confidence from a given database. This is done by modifying the transactions or items in the database.

Association rule mining is a two-step process.

1. Find all frequent itemsets. By definition, each of these itemsets will occur at least as frequently as a predetermined minimum support.
2. Generate strong association rules from the frequent itemsets. By definition, these rules must satisfy minimum support and minimum confidence.

Association rule mining is decomposed into two sub problems. One is to find those itemsets whose occurrences exceed a predefined threshold in the database, those itemsets are called frequent large itemsets. The second problem is to generate association rules from those large itemsets with the constraints of minimal confidence.

The classical Apriori algorithm for mining association rule is given below.

1. \( C_1 = \{ \text{candidate 1-itemsets} \} \);
2. \( L_1 = \{ \epsilon \in C_1 | \epsilon \text{count} \geq \text{minsup} \} \);
3. \( \text{FOR} \ (k=2; L_k = \emptyset; k++) \text{DO BEGIN} \)
4. \( C_k = \text{apriori-gen}(L_k) \);
5. \( \text{FOR all transaction } \epsilon \in D \text{ DO BEGIN} \)
6. \( C_t = \text{subset}(C_k,t) \);
7. \( \text{FOR all candidates } \epsilon \in C_t \text{ DO BEGIN} \)
8. \( \epsilon \text{.count}++; \)
9. \( \text{END} \)
10. \( L_k = \{ \epsilon \in C_k | \epsilon \text{.count} \geq \text{minsup} \} \)
11. \( \text{END} \)
12. \( \text{Answer} = L \)

Steps to be followed for hiding sensitive rules:

1. Hide only rules that are supported by disjoint large item sets.
2. Hide association rules by decreasing either their support or their confidence.
3. Select to decrease either the support or the confidence based on the side effects on the information that is not sensitive.
4. One rule to be hiding at a time.
5. Decrease either the support or the confidence, one unit at a time. If an item in \( X \cup Y \) is deleted from a transaction containing \( X \cup Y \), \( \text{Support}_{X \cup Y} \) and \( \text{Conf}_{X \cup Y} \) will be decreased.

The hiding method includes reducing the support of frequent itemsets containing sensitive rules, reduce the confidence or support of rules. Decreasing confidence of rule involves increasing the support of \( X \) in transaction not supporting \( Y \) and decreasing the support of \( Y \) in transactions supporting both \( X \) and \( Y \). Decreasing support of rule involves decreasing the support of the corresponding large item set. For association rule hiding, two basic approaches have been propose from this we performed on the first approach hides one rule at a time. First selects transactions that contain the items in a given rule. Then it modify the transaction for minimum support and minimum confidence. The modification is done by either removing items from the transaction or inserting new items to the transactions. Then update the original database and association rules are generated, after generating association rules we have to hide sensitive rules. The hiding strategies depends on finding transactions that fully or partially support generating item sets of a rule. Because if a rule has to be hidden, need to decrease the support and confidence of the rule, hiding process is limited.

In order to hide an association rule, \( X \rightarrow Y \), either decrease its support or its confidence to be less than user specified minimum support threshold (MST) and minimum confidence threshold (MCT). To decrease the confidence of a rule, either increase the support of \( X \), the LHS of the rule, but not support of \( X \cup Y \), or decrease the support of the item set \( X \cup Y \). For the second case, decrease the support of \( Y \), the right hand side of the rule, it would reduce the confidence faster than reducing...
the support of XUY. To decrease support of an item, the system will modify one item at a time by changing from 1 to 0 or from 0 to 1 in a selected transaction.

The problem of sensitive rule hiding is described as follows:
Given a transaction database, MST, MCT, a set of strong rules, and a set of sensitive items, how we can modify the databases such that using the same MST and MCT, the set of strong rules in the modified database satisfies all the constraints:

1. No sensitive rule.
2. No lost rule.
3. No false rule

**Modification Schemes For Rule Hiding**
In the following, five modification schemes for rule hiding are introduced, respectively.

**Scheme 1:** Modify entries from 1s to 0s. As mentioned in [6], if an item in XUY is deleted from a transaction containing XUY, SupXUY and ConFX→Y will be decreased. X→Y is hidden if we repeat this operation until one of the conditions in Definition 2.2 holds

**Scheme 2:** Modify entries from 0s to 1s. As mentioned in [10], ConFX→Y will be decreased if we insert an item i ∈ X into a transaction that contains X but {i} and does not contain Y. X→Y is hidden if we repeat this operation until condition 2 in Definition 2.2 holds.

**Scheme 3:** Modify entries from 1s to 0s or from 0s to 1s.
Scheme 1 can guarantee to satisfy the constraint F -T -H, but Scheme 2 cannot. Both schemes may violate the other two constraints. Scheme 3 alternately uses them to decrease the supports and confidences of sensitive rules. Similarly, this scheme guarantees to satisfy the constraint F -T -H but may violate the others.

**Scheme 4:** Change 0s and 1s to ?s. As proposed in [12], for a transaction containing XUY, if an item in XUY is replaced with an unknown, the minimum support of XUY and the minimum confidence of X→Y will be decreased. In addition, for a transaction that contains X but {i} and does not contain Y, if the bit 0 denoting item i is replaced with an unknown, the minimum confidence of X→Y will be decreased. This scheme can guarantee to satisfy the constraint F -T -H but may violate the others.

**Scheme 5:** Swap 0 and 1 between two transactions. This is a special case of Scheme 3. For each item, the number of entries modified from 1 to 0 must be equal to the number of entries modified from 0 to 1. In this way, the support of each item is unchanged after the rule hiding process. This characteristic can be useful for some applications such as the stock replenishment. However, due to its restriction, this scheme cannot satisfy the three constraints in most cases.

**IV. IMPROVED APRIORI ALGORITHM**
Apriori is a classic algorithm for learning association rules. Apriori is designed to operate on databases containing transactions. The Apriori Algorithm is the most well-known association rule algorithm and it is used in most commercial products. It uses largest itemset property [14]. “Any subset of a large item set must be large”. The basic idea of Apriori algorithm is to generate item sets of a particular size and then scan the database to count these to see if they are large. Only those candidates that are large are used to generate candidates for the next scan. Association rules are main technique to determine the frequent item set in data mining. The improvement is mainly way of reducing query frequencies and storage resources. We design an improved Apriori algorithm that mines frequent item sets without new candidate generation. For example, in this algorithm we compute the frequency of frequent k-item sets when k-item sets are generated from (k-1)-item sets. If k is greater than the size of transaction T, there is no need to scan transaction T which is generated by (k-1)-item sets according to the nature of Apriori algorithm, and we can remove it.

To implement the improvement in classical Apriori algorithm, the improved algorithm is described as follow steps:

- The function apriori-gen (Lk-1) is called to generate candidate k-item sets by frequent (k-1)-item sets.
- Judging whether C is joined into candidate k-item sets. It is processed by calling function has_infrequent_subset(C, Lk-1). If the return value is true, it means the sets aren’t frequent item sets and should be remove in order to raise efficiency. Otherwise, scan database D.
- The frequency of frequent k-item sets is computed when k-item sets are generated by (k-1)-item sets. If k greater than the size of transaction T, there is no need to scan transaction T which is generated by (k-1)-itemsets and we can use minimum support (MST) for pruning itemsets, and we can delete it. If the size of transaction T is greater than or equal to k, then function subset (C,k,t) is called, which selects only those transaction which are subset of frequent item set. Thus it reduces extra scanning of infrequent itemsets.

The detail working of improved Apriori Algorithm is given below in figure 1.
We have tested classical Apriori and improved Apriori algorithm on different data set and come with the conclusion that amount of time taken by Improved Apriori algorithm to find frequent itemset is less than classical Apriori algorithm.

V. SYSTEM FRAMEWORK
Following fig.2 shows the framework of our approach that consists of six components. Initially, the original database is converted into the transaction table. The sensitive rule table and the nonsensitive rule table are built to record the rule information. The transaction-rule index is also constructed using the concept of inverted lists [7] to correlate the tables for efficient retrieval.

The main challenge of rule hiding is how to select items and transactions to modify. We propose to represent each class of modifications as a template and then select templates in a one-by-one fashion. The templates are kept in the template table and the selected templates are put into the action table. The six components are updated each time a template is selected. When all the sensitive rules are hidden or the template table is empty, the templates in the action table are applied to modify the original database. If some sensitive rules are not hidden, the user can release as it is, release nothing, or relax the constraint to hide more sensitive rules.

VI. EXPERIMENTAL RESULT
The purpose of this project is the mining and hiding of sensitive association rules by using an Improved Apriori algorithm. Apriori is a classic algorithm for learning association rules. The prairie is designed to operate on the database containing transactions in a transaction database. In this paper frequent item sets are generated from database. Then various association rules will be created under various minimum supports and minimum confidences. We have to mine sensitive association rule after mining these rule select sensitive rule and remaining rules will be nonsensitive In figure 3 Mining of association Rule is shown. Association rule mining scans the database of transactions and calculate the support and confidence of the rules and retrieve only those rules having the support and confidence higher than the user specified minimum support and confidence threshold. In this we have taken Minimum Support 30% and Minimum Confidence 60% and rules are generated shown in Figure 3 having
Confidence greater than or equal to Minimum Confidence Threshold (MCT). Mark the rule milk => biscuits as sensitive and remaining rules will be nonsensitive rules. Following Figure 4 shows hiding of sensitive association rule with No Lost Rule and No False Rule. This method shows 0% Lost Rules and no new rules are generated. Then update the original database.

VII. CONCLUSION
In this paper, we present improved Apriori algorithm to update classical Apriori algorithm. Improved Apriori algorithm generates association rule. The present algorithms can reduces the unnecessary database scan at the time of forming frequent large itemsets and redundancy in the database. Improved apriori algorithm takes less time for generating frequent itemsets as compared to classical apriori algorithm. In this paper we have used novel approach that modifies few transactions in transaction database to decrease support and confidence of sensitive rule without producing side effects. Also the strong rules which are generated by applying improved Apriori algorithm. In this paper we have to generate association rules from large database and then we have to mine sensitive association rules. Above fig. 3 shows the Mining of Sensitive association Rules or marking of sensitive association rule. After mining we have to hide sensitive association rule. Only one rule can be hide at a time. At the time of sensitive rule hiding no false rule, no lost rule should be generated.
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