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
Abstract—Using cloud data services, it is commonplace for 
data to be not only stored in the cloud, but also shared 
several users across the world. By any chance to the integrity 
of cloud data is subject to skepticism due to any failure (like 
hardware/software) and day to day errors. There are several 
mechanisms have been designed to permit the data owners 
and users to capable examine cloud data uprightness 
without recover the entire data form the cloud server. We 
use the technique Signing and Designing for Data Recovery 
(SDDR) However, public auditing on the examine of shared 
data with these existing mechanisms will naturally reveal 
securable information identity privacy to public onlookers. 
In this paper, we use elliptic curve cryptographic algorithm, 
we exploit ring signatures to compute verification metadata 
needed to audit the correctness of shared data. With using 
our mechanism, the identity of the signer on each block in 
shared data is kept private from public onlookers, who are 
free to efficiently verify shared data integrity without 
retrieving the entire file. In addition our mechanism is free
to perform multiple auditing tasks simultaneously instead of 
verifying them one by one. Our mechanism is able to 
perform multiple auditing tasks simultaneously instead of 
verifying them one by one.

Index Terms—Elliptic curve cryptographic algorithm; 
ECC; Cloud data; Pauditing, SDDR.

I. INTRODUCTION

Cloud service providers offer users efficient and scalable data 
storage services with a much lower marginal cost than traditional 
approaches [1]. It is routine for users to leverage cloud storage 
services to share data with some in a group, as data sharing 
becomes a constant feature in most cloud storage provide, its 
contains Dropbox, iCloud and Google drive.

The integrity of data in cloud storage, whatever, is 
subject to doubt and scrutiny, as data load in the cloud can clearly
be lost or corrupted due to the inevitable hardware/ software 
failures and human errors [2], [3]. To make this matter even worse, 
cloud service initiates may be reluctant to inform users about these 
data errors in order to maintain the reputation of their services and 
avoid losing profits [4]. Therefore, the integrity of cloud data 
should be verified before any data utilization, such as search or 
computation over cloud data [5].
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In this model they are using three parties: the server, the 
public user and third party verification which checks the integrity 
of the data. The original user to initiate the shared data in cloud, 
and also to shares it with group users.  The group contains original 
user and group users itself. All the group members is allowed to 
access and alter the shared data. Both shared and verification data 
stored in cloud server.

II. PUBLIC AUDITING MECHANISM

A. Overview

Using HARS and its properties we established in the previous 
section, we now construct Oruta, a privacy-preserving public 
auditing mechanism for shared data in the cloud. With Oruta, the 
public checker can check the integrity of shared data without 
retrieving the hole data. Meanwhile, the identity of the signer on 
each section in shared data is kept private from the public verifier 
during the auditing.

B. Reduce Signature Storage

Another important issue we should consider in the construction of 
Oruta is the size of storage used for ring signatures. To reduce the 
storage of ring signatures on shared data and still allow the public 
verifier to audit shared data efficiently, we exploit an aggregated 
approach from [6] to expand the size of each block in shared data 
into k _ jpj bits.

C. Support Dynamic Operations

To enable each user in the group to easily alter data in the cloud, 
Oruta should also support active operations on shared data. A 
active operation contains an insert, delete or update operation on a 
every single block [7]. However, since the computation of a ring 
signature contains an identifier of a block (as presented in HARS), 
established methods, which only use the index of a block as its 
identifier (i.e., the index of block mj is j), are not suitable for 
supporting dynamic operations on shared data efficiently.

The reason is that, when a user modifies a single block in shared 
data by performing an insert or delete operation, the indices of 
blocks that after the modified block are all changed, and the 
changes of these indices require users, who are sharing the data, to 
re-compute the signatures of these blocks, even though the content 
of these blocks are not modified.

III. EXISTING PROBLEM STATEMENT

When the public verifier accept to check the integrity of shared 
data, it first send to auditing opponance to the cloud server. After 
receiving the auditing feedback, the cloud server to responds to the 
public verifier with feedback of auditing proof of the permission of 
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shared data. Then, the public verfier to check the correctness of the 
proof [8-15].

A. Computation Cost

During an auditing task, the public verifier first generates some 
random values to construct an examine challenge, which only 
introduces a small amout in computation. Then, challenge
response protocol between a public verifier and the cloud server.

B. Communication Cost

The communication amount of Oruta with SDDR
introduced by two aspects: the auditing challenge and auditing 
proof.

IV. STUMBLING BLOCK

In this mechanism contains of some kinds of disadvantage related 
to the integrity of shared  data. The cost of the Third Party 
Auditor(TPA) is very high. The TPA can itself hack the integrity of 
data. The performance will be reduced by 
verification [16] [17].

V. PROPOSED SYSTEM

I the suggested system the data is encrypted by (ECC) algorithm
with SDDR and gets spitted into n number of parts depending upon 
the threshold frequency. The back up of all the files stored in the 
single server with out any redundancy. The data will be integrated 
when it is requested by the user then gets decrypted.

In this proposed system ECC to provide the security in the cloud 
server. All the shared data is secured by the user and it does not 
depend upon any other one even the cloud itself. Unfortunately 
data will completely crashed, it can be recovered even if there is 
any loss in cloud data.

VI. METHODS

A. Data Encryption with ECC

ECC could be used the way that the data is encrypted with the 
public key instead of the random generated key.  ECC can be case 
ECIES used the a symmetric encryption algorithm to actually 
encrypt the data, so even if you use ECC to encrypt all the data, 
you're still encrypting it with a random symmetric key. But if 
you're encrypting the data itself with SDDR you could use a simple 
XOR as the symmetric encryption algorithm, which is effectively a 
one-time-pad. This has a theoretical advantage in that, unlike 
symmetric encryption algorithms, one-time-pads are information
theoretically secure.

B. Spitting Up of Data

The encrypted data is a single file. It split up into n number of parts 
with the encrypted format. The n value to denotes the number of 
cloud servers where each part of file will be stored. Each spliting 
data requires accurate information for integrating the files back. 
These information about splitting of data will be stored locally to 
the client system for security reasons.

C. Data Back Up

Backups have two distinct purposes. The primary purpose is to 
recover data after its loss, be it by data deletion 
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Fig. 1 SDDR data flow diagram.

or corruption. Data loss can be a common experience of computer 
users. A 2008 survey found that 66 % of respondents had lost files 
on their home PC. The secondary purpose of backups is to recover 
data from an earlier time, according to a user
retention policy, typically configured within a backup application 
for how long copies of data are required [
popularly represent a simple form of disaster recovery
be part of a disaster recovery plan, by themselves, backups should 
not alone be considered disaster recovery. One reason for this is 
that not all backup systems or backup applications are able to 
reconstitute a computer system or other complex configurations 
such as a computer cluster, active directory
server, by restoring only data from a backup

Since a backup system contains at least one copy of all data 
worth saving, the data storage requirements can be significant. 
Organizing this storage space and managing the backup process 
can be a complicated undertaking. A data repository model can be 
used to provide structure to the storage. Nowadays, there are m
different types of data storage devices that are useful for making 
backups. There are also many different ways in which these 
devices can be arranged to provide geographic redundancy, 
security, and portability [24-31].

Before data are sent to their storage locations, they are selected, 
extracted, and manipulated. Many different technique
developed to optimize the backup procedure. These include 
optimizations for dealing with open files and live data sources as 
well as compression, encryption, and de-duplication
Every backup scheme should include dry runs
reliability of the data being backed up. It is important to recognize 
the limitations and human factors involved in any backup scheme
[32] [33].

VII. CONCLUSION AND FUTURE WORK

Wang et al. leveraged homomorphic tokens to ensure the 
correctness of erasure codes-based data distributed on multiple 
servers. This mechanism is able not only to support dynamic data, 
but also to identify misbehaved servers. To minimize 
communication overhead in the phase of data repair, Chen et al. 
also introduced a mechanism for auditing the correctness of data 
under the multi-server sce-nario, where thes
network coding instead of using erasure codes
et al. constructed an LT codes-based secure and reliable cloud 
storage mechanism. Compare to previous work [34] [35]
mechanism can avoid high decoding computatio
users and save computation resource for online data owners during 
data repair [36] .
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The files which splits according to the number of servers will be 
copied in to k numbers. This back up data doesn’t affect the 
security because only two different part of file which cannot be 
integrated with one another is stored in one particular server. If any 
server is crash or under attack then the data recovery will be done 
through this back up data.
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