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Abstract—In reality Ontologies have become an effective modelling tool. Several applications make use of them and significantly in the semantic web. However, construction of ontology is an intimidating job. Ontology evolution is one of the latest methods for the construction of ontology which focus on automatic generation of the concepts and their relations in a specified area. The difficulty with numerous, largely dissimilar concepts must be tackled by the evolution of ontology which depends on the collection of already defined textual sources like web services. The ontology evolution process for web services by utilizing the WSDL and free text descriptors is proposed. Term Frequency/Inverse Document Frequency (TF/IDF) and web context generation are the two techniques used to assess the WSDL descriptor. The proposed ontology evolution process improves the TF/IDF ranking by introducing WordNet tool to produce more significant tokens. The outcomes of these techniques are combined to obtain significant concepts. The service free text descriptor is the third technique applied to validate the concepts generated. Thus the combined ontology evolution approach contributes to a furthermore accurate ontology definition.

Index Terms—Ontology evolution, Web services

I. INTRODUCTION

A variety of applications makes use of ontology, especially the semantic web and it is mostly opted as a modelling tool. But the difficulty lies in the designing and maintenance of ontologies [2], [5]. Ontology evolution is a significant technology for the construction of ontology that has recently emerged. It includes automatic recognition of concepts significant to a specified area and the relations between the concepts [6].

Either a restricted area [8] or expanding the present ontology [9] was considered in the earlier work of ontology evolution. Considering web services, Universal Description, Discovery and Integration (UDDI) registries were created for storing information about web services and to support interoperability. But there are some disadvantages for the UDDI registries [7]. Specifically, these registries either are available in public or have several outdated entries or to restrict the access, it needs registration. In any of these situations, a registry holds only a restricted amount of description of the available services. This problem can be addressed by creating ontologies for classifying and making use of web services. But, when the amount of available web services rise, the classification of web services become a tedious task with single domain ontology or a collection of already defined ontologies for other purposes. In addition, when the amount of web services rise invariably, continuous manual work is needed to construct ontology.

A web service can be divided into two types of descriptions 1) Web Service Description Language (WSDL) describing “how” the web service should be used and 2) the free text with a textual description of the web service describing “what” the service does. The ontology evolution process proposed in this paper makes use of these two descriptions. Thus, ontology is constructed base on WSDL and the free text descriptor is used to validate the process.

Three different techniques are used to analyse a web service in the ontology evolution process. Each technique represents a different point of view of the web service. Thus, the ontology is defined more accurately by this process to produce better outcome. The Term Frequency/Inverse Document Frequency assess the web service from an internal view point, i.e., what concept in the text can describe the WSDL document content in the best way. By introducing WordNet tool, TF/IDF ranking can be improved. It generates a more significant set of tokens and thus support in obtaining a set of significant concepts. The external view point of the WSDL document is described by the Web Context Extraction technique, i.e., based on the WSDL content, what is the most common concept that describes the answers to the web search queries. In the end, to solve the inconsistencies with the current ontology, the Free Text Description Verification technique is used. When the three techniques agree with the recognition of the new significant concept or a change in relation between the ontology concepts, an ontology evolution takes place. The descriptors related to both concepts define the relation between the two concepts. The maintenance work can be reduced considerably and the evolution of ontology is supported by our process. Our process provides a way for automatic construction of ontology that helps in classifying, expanding and retrieving significant services.
II. THE ONTOLOGY EVOLUTION PROCESS

The ontology evolution process proposed in this paper focus on continuous assessment of WSDL documents and provides a n ontology model depending on the concepts and their relationships. The improvement of the proposed ontology evolution process focus on 1) the integration of the two extraction techniques, TF/IDF and the Web Context Extraction, 2) improvement of TF/IDF ranking by the use of WordNet tool and 3) assessing the external service descriptor for the result verification using Free Text Descriptor Verification technique.

A. An overview of the evolution process

The ontology evolution process is explained in Fig. 1. The process includes four steps. The first step is the token extraction where the tokens representing the relevant information are extracted from the WSDL document. Here, all the name labels are extracted, the tokens are parsed and initial filtering is performed.

The second step assesses the extracted WSDL tokens using two techniques in parallel. The WordNet tool used to improve the TF/IDF ranking determines the tokens with same meaning. The TF/IDF assess the terms appearing the most in the web service document and those appearing less frequently in the other documents. In Web Context Extraction, the query to the search engine is the set of tokens extracted, according to the textual descriptors the results are clustered and the context of the web service is identified by classifying the set of descriptors.

The third step is Concept Evocation where the descriptors appearing in both the TF/IDF and Web Context Extraction techniques are identified. The ontology evolution can make use of the possible concept names that are determined from these descriptors. The process of convergence of the relations between the concepts is supported by the context descriptors.

The last step is the ontology evolution where the newly determined concepts help in the expansion of the ontology and the modification of the relations between them. The conflict between the new concept and the current ontology is solved by the external web service textual descriptor. These conflicts arise when there is a need to define the concept more specifically or to define the relation between the concepts. Correct understanding of the new concepts can be verified against the free text descriptor. The most common context descriptors between the concepts define the relations. Once ontology is evolved, the whole process moves to the next WSDL with the evolved ontology concepts and relations. The processing order of the WSDL documents is considered arbitrary.

The process is illustrated using the following three web services:
- DomainSpy – A web service that identifies the domain registrants by region or registran name.
- AcademicVerifier – A web service that determines whether a domain name or an email address belong to an academic institution.
- ZipCodeResolver – A web service that resolves partial US mailing address and returns proper zip code.

B. Token Extraction

The first step in the ontology evolution is token extraction where the descriptor represents the set of tokens for a web service S. The tokens extracted from the WSDL document are textual terms. The WSDL document is represented by the descriptor, formally put as \( D^\text{wsdl} = \{t_1, t_2, ..., t_n\} \), where \( t_i \) is a token. Sequence of tokens combined together form meaningful tokens where the first letter of the words is capitalized (GetDomainsByZipSoapIn). Fig. 2 represents a WSDL document of the DomainSpy web service. The token list is bolded. The extracted tokens list serves as the baseline. Here, the tokens are extracted from the WSDL of DomainSpy.
The tokens that are less significant are extracted from the elements classified under names. List of stop words are used to remove the tokens with no considerable meaning and thus filtering is performed.

C. Applying WordNet

WordNet is a lexical database consisting of the English language. The words are separated into the parts of speech such as adverbs, verbs, noun, adjectives. They are linked using semantic relationships. The basic building block of WordNet is a synset. A synset is a collection of synonymous words i.e; set of synonyms.

The improvement in TF/IDF ranking is done by using WordNet tool. The tokens with same meaning are determined by the use of WordNet. The similar set of tokens is grouped. From this set, the token with highest frequency is determined and replace the other tokens in the group with that token. Change the frequency count of the token by adding the frequency of the replaced tokens. By performing this, the tokens that are most significant are obtained, removing the irrelevant ones.

D. TF/IDF Ranking

The TF/IDF analysis is applied to the WSDL descriptors. \(freq(t_i, D_i)\) is defined as the number of times the token \(t_i\) occur within the document descriptor \(D_i\). The term frequency of each token \(t_i\) is defined as,

\[
tf(t_i) = \frac{freq(t_i, D_i)}{|D_i|} \quad (1)
\]

\(D_{valid}\) is defined as the corpus of WSDL descriptors. The inverse document frequency is determined as the ratio between the total number of documents and the number of documents that contain the term

\[
idf(t_i) = \log \frac{|D|}{|\{D_i : t_i \in D_i\}|} \quad (2)
\]

\(D\) is defined as the specific WSDL descriptor. The TF/IDF weight of the token is represented as \(w(t_i)\), is calculated as

\[
w(t_i) = tf(t_i) \times idf^2(t_i) \quad (3)
\]

Using the token weight the descriptor tokens can be ranked. The filtering of the tokens is performed by ranking using a threshold. The tokens with weight less than the standard deviation are filtered out. The standard deviation is obtained from the average weight of token \(w\) value. Fig. 3 on the left circle represent set of tokens that has a higher weight than the threshold. After the filtering process, few tokens in the baseline list (Fig. 2) were removed. For example, the tokens “Get”, “Result” with TF/IDF weight less than the threshold were filtered out.

E. Web Context Extraction

To identify a record of information such as web service, a context descriptor \(c_i\) is defined from domain DOM as an index term. It comprises of a word, phrase, or alphanumerical term. The importance of descriptor \(c_i\) in relation to the web service is determined by the weight \(w \in \mathbb{R}\). A descriptor set \(\{<c_i, w_i>\}\) is defined by a set of pairs, descriptors and weights. A different view point is defined by each descriptor of the concept. The descriptor set ultimately defines all the different perspectives and their significant weights which define the importance of each perspective.

The context is obtained by the collection of different point of views defined by the different descriptors. The finite set of descriptors define the context \(C = \{<c_{ip}, w_{ij}>\}\), where \(i\) represents each context descriptor and \(j\) represents the index of each set. For example, a context \(C\) may be a set of words defining a web service and the weights can represent the significance of a descriptor to the web service.

The context recognition algorithm is adapted from [10]. It consists of the following major phases: 1) selecting contexts for each set of tokens, 2) ranking the contexts, and 3) declaring the current contexts.

The tokens extracted from the web service WSDL descriptor is the input to the algorithm. From elements classified as name, each set of tokens is sent as query to a web search engine and by clustering the web page search results into possible contexts.
The clustering of the web pages is based on concise all pairs profiling (CAPP) clustering method [1]. This method is for concise, intelligible and approximate profiling of large classifications. The minimization of total number of features necessary to assure that each pair of classes is contrasted by at least one feature is done by the comparison of all classes pair wise. Then, minimized list of features is assigned to its own class profile, which is characterized by how these features differentiate the class from the other features. The ranking stage result will be the current context or a setoff highest ranking contexts. The set of preliminary contexts that has the top number of references, both in number of Web pages and in number of appearances in all the texts, is declared to be the current context and the weight is defined by integrating the value of references and appearances.

F. Concept Evocation

Concept evocation determines a possible concept definition that can be refined further in the ontology construction. The concept evocation is performed based on context intersection. The descriptors that appear in the intersection of both the TF/IDF outcome and web context outcome are defined as the ontology concept. tf/idf\(_{\text{result}}\) is defined as one descriptor set from the TF/IDF results, depending on extracted tokens from descriptor set extracted from the web and representing the same document. As a result, the ontology concept is represented by a set of descriptors, \(c_i\), which belong to both sets,

\[
\text{Concept} = \{c_1, c_2, \ldots, c_n \mid c_i \in \text{tf/idf}_{\text{result}} \cap c_i \in \mathcal{C}\} \quad (4)
\]

Fig. 3 represents an example of the concept evocation method. The two overlapping circles describe each web service. TF/IDF results are represented in the left circle and the web context results in the right circle. The intersection represented in the overlap between both methods defines the possible concept. For the DomainSpy Web service, the concepts based on the intersection of both concept sets are identified as location, city, name, zip. The context is expanded to include the descriptors identified by the TF/IDF, the web context and the concept descriptors. The expanded context, Context\(_e\), is represented as the following,

\[
\text{Context}_{e} = \{c_1, c_2, \ldots, c_m \mid c_i \in \text{tf/idf}_{\text{result}} \cup c_i \in \mathcal{C}\} \quad (5)
\]

The relation between two concepts, Con\(_i\) and Con\(_j\), can be defined as the context descriptors common to both concepts, for which weight \(w_k\) is greater than a cutoff value of \(a\),

\[
\text{Re (Con}_i, \text{Con}_j) = \{c_k \mid c_k \in \text{Con}_i \cap \text{Con}_j, w_k > a\} \quad (6)
\]

However, since multiple context descriptors can belong to two concepts, the cutoff value of \(a\) for the relevant the WSDL text. The context, \(\mathcal{C}\), is initially defined as a descriptors needs to be predetermined. A possible cutoff can be defined by TF/IDF, Web Context, or both. Alternatively, the cutoff can be defined by a minimum number or percent of web services belonging to both concepts based on shared context descriptors.

![Fig. 3 Example of Concept Evocation for DomainSpy](image)

G. Ontology Evolution

On refining the possible identified concepts, new concept can be build. The evocation of a concept in the previous step does not guarantee that it should be integrated with the current ontology. Instead, the new possible concept should be analyzed in relation to the current ontology.

Validation of the descriptor is done using the textual service descriptor. The second descriptor, \(D_{\text{desc}}^t = \{t_1, t_2, \ldots, t_n\}\), represents the textual description of the service supplied by the service developer in free text. These descriptions are comparatively short and consist of few sentences describing the web service. The verification process includes matching the concept descriptors in simple string matching against all the descriptors of the service textual descriptor. A simple string-matching function, \(\text{match}_{\text{on}}\), returns 1 if two strings match and 0 otherwise. For the DomainSpy web service, the concept generated passes the textual description verification.

III. EXPERIMENTAL RESULTS

The data for the experiments were the web services. Each web service had a WSDL document and a short textual description.

A. Ontology Evolution without using WordNet

The token extraction step extracts the name labels from the WSDL document. These tokens are then passed on to the TF/IDF ranking step. The TF/IDF assess the terms appearing the most in the web service document and those
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appearing less frequently in the other documents. A large number of terms are obtained after ranking through TF/IDF and these terms are not significant. Hence it is difficult to evoke better concepts. Since, significant concepts are not evoked, the ontology evolved is not significant. Fig 4 represents the ontology evolved without using WordNet tool. Since a large number of tokens were obtained through TF/IDF ranking, only a significant concept domain is obtained.

![Fig. 4 Example of Ontology Evolution without WordNet](image)

**B. Ontology Evolution using WordNet**

The tokens extracted at the token extraction step from the WSDL document are passed to the WordNet tool. The improvement in TF/IDF ranking is done by using WordNet tool. The tokens with same meaning are determined by the use of WordNet. The similar set of tokens is grouped. From this set, the token with highest frequency is determined and replace the other tokens in the group wit that token. Change the frequency count of the token by adding the frequency of the replaced tokens. By performing this, the tokens that are most significant are obtained, removing the irrelevant ones. The tokens are then passed to the TF/IDF ranking step. Since the tokens are obtained from WordNet tool, the TF/IDF ranking is easier due to the less number of relevant tokens. Hence it is easy to evoke better concepts. Since, significant concepts are evoked, the ontology evolved is significant. Fig 5 represents the ontology evolved using WordNet tool. Since only a few number of tokens were obtained through TF/IDF ranking, only significant concepts such as name, location, key and zip are obtained.

![Fig. 5 Example of Ontology Evolution using WordNet](image)

**IV. CONCLUSION**

A process of ontology evolution is proposed in this paper based on web service descriptions. This process analyzes web services from multiple view points and combines the results. The WSDL and free text descriptors of the web services provides an added advantage for the evolution of ontology. This ontology evolution depends on the WSDL and the process is verified using the free text descriptors. The improvement in TF/IDF ranking by including the WordNet tool helps in identifying the significant tokens. The integration of the results helps to generate more significant concepts. By analysis of the union and intersection of the concept results the value of the concept relations is obtained. The process provides a way for automatic construction of ontology that helps in classifying, expanding and retrieving significant services. Thus, the effort required in building and the maintaining the ontology is substantially reduced. As more significant concepts are generated by the use of WordNet tool, it helps in improving the overall performance in evolution of ontology.
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