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Abstract—One of the fundamental areas of the computer science is Data Structure. Sorting is a major issue in Data Structure which creates the sequence of the list of items. Though numbers of sorting algorithms are available, it is necessary to select the best sorting algorithm. So sorting problem has attracted a great deal of research as sorting technique is frequently used in a large variety of important applications to arrange the data in ascending or descending order. This paper presents a Double Ended Selection Sort Algorithm which is faster than the selection sort. The new algorithm is analyzed, implemented, tested. The test results are presented and compared with the traditional selection sort.
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1. Introduction

In this computational world, sorting plays an important role. All information need or follow a sorting order which is either descending or ascending. In the earlier methods, sorting takes longer time than the processing time of data. But now many sophisticated sorting algorithms are introduced and also the research is going on this area to develop new sorting algorithms. There are many well known sorting algorithms for unsorted list, such as selection sort, Quick sort, Insertion sort, Merge sort, Bubble sort and so on. There are many factors to evaluate the performance of the sorting algorithms which are given below. [5]

1. Computational complexity (worst, average and best behavior) (n).
2. Usage of memory and other computer resources.
3. Stability
4. Number of swaps (for in-place algorithms).
5. Number of comparisons

Choosing the appropriate sorting algorithm for a particular application is important. Every sorting algorithm has its own advantages and disadvantages. The performance factors of the algorithm help to know whether the chosen algorithm is the most suited one. The existing selection sort algorithm is best for already sorted list, average case for unsorted list neither ascending nor descending and Worst case for unsorted list in reverse[1][12]. This paper presents an algorithm, DESSA, to enhance the performance of selection sort.

2. Double Ended Selection Sort Algorithm

2.1. Concept

DESSA inserts an array of elements and sorting these elements in the same array (in-place) by finding the maximum element, minimum element and exchanges them with the last element, first element respectively and then decreases the size of the array by two for next call.

2.2. Procedure

The procedure of the algorithm can be described as follows:

- Insert all elements in the array.
- Call the “DESSA” function with passing the array and its size as parameters.
- Find the maximum element and minimum element in the array among first two elements.
- Max and min position are assigned.
- Min position value is compared with third position element. If it is less than min position element min position is replaced with current min element position.
- Otherwise it is compared with Max position element. If Current position element is greater than max position element, Max position is updated as current position.
- Otherwise, min and max positions remain the same.
• The above steps are continued until last position is reached.
• Swap max and min position elements in first and last positions.
• Decrease the size of the array by two for next iteration from 1 to n-2 position elements.
• Repeat the same procedure for 1 to n-2 position elements.
• Operationally, the (n-2) after the first call becomes (n-4), and after the second call becomes (n-6), and so on.
• Iteration continues up to <n/2 times.

The algorithm is illustrated with the following:

```
Array position → 0 1 2 3 4
Array Element → 31 52 27 5 68
```

**Iteration 1:**
Fix Min=0, Max=1

```
Min Max Curr
Array position → 0 1 2 3 4
Array Element → 31 52 27 5 68
```

Array [Min] > Array [curr] = ?

- Yes
  - Change Min as curr position
  - Min = 2
  - Max = 1

```
Max Min Curr
Array position → 0 1 2 3 4
Array Element → 31 52 27 5 68
```

After iteration 1

```
Array position → 0 1 2 3 4
Array Element → 5 52 27 31 68
```

2.4. Pseudo code for DESSA:

In simple Pseudo code for DESSA might be expressed as:

```
Function DESSA (array, size)
1. var k, i, temp, min, max, n, a[300];
2. k := n;
3. for i := 1 to n/2
4.   if array (i) < array (i+1)
5.     min := i;
6.     max := i+1;
7.     End if
8.   else
9.     min := i+1;
10.    max := i;
11.   End else
12.  for j := i+2 to <k
13.    if array (j) < array (min)
14.       min := j;
15.      else
16.       if array (j) > array (max)
17.          max := j;
18.         else
19.          End if
20.     End for
21.   End for
22. End if
23. End for
24. End if
25. End else
26. End for
27. End function
```
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20. if array(i)==array(max)&&array(k-1)==array(min)
21. temp:=array(i);
22. array(i):=array(k-1);
23. array(k-1):=temp;
24. End if
25. else if array(min)==array(k-1)
26. temp:=array(k-1);
27. array(k-1):=array(max);
28. array(max):=temp;
29. array(min):=temp;
30. array(min):=array(i);
31. array(i):=temp;
32. End else if
33. else i
34. array(i)==array(min)&&
35. array(k-1)==array(max)
36. array(i):=array(min);
37. array(k-1):=array(max);
38. End else
39. k--;
40. End for

3. Performance comparisons of algorithms

Correctness of the algorithm is most important. If the correct algorithm takes much time to execute or it takes more memory space, then there is no use to select particular algorithm. So the analysis of the algorithm is mandatory. Two methods are used to analyze an algorithm: [9]

i.) Analytical method
ii.) Experimental method

In analytical method, the factors the time and space requirements of a program depend on are identified and their contributions are determined. But since some of these factors are not known at the time the program is written, an accurate analysis of the time and space requirements cannot be made. Experimental method deals with actually performing experiment and measuring the space and time used by the program.[9]

3.1. Analytical method

Analysis of DESS algorithm:

\[
T(1) = \frac{n(n-2)}{2} - 1
\]
\[
T(2) = \frac{n(n-2)}{2} + (n-4)
\]
\[
T(3) = \frac{n(n-2)}{2} + (n-4) + (n-6)
\]
\[
\vdots
\]
\[
T(K-1) = \frac{n(n-2)}{2} + (n-6) + \ldots + (n-(n-2))
\]

Where K=n/2

If n is odd number, 
\[
\sum_{k=1}^{n/2} T(K) = \left(\frac{n}{2}\right)^2 - \left(2\left(\frac{n}{2}\right)\right) - 1
\]
Otherwise 
\[
\sum_{k=1}^{n/2} T(K) = \left(\frac{n}{2}\right)^2 - \left(\frac{n}{2}\right)
\]
So, 
\[
T(K) = O\left(n^2\right)
\]

The number of swaps in the proposed algorithm may elaborate as follows:

a) In the best-case scenario; if the input array is already sorted (ascending order), then there is no need to make swapping, since each element is in the correct place.

b) In the average-case scenario; if the input array is sorted in reverse (descending order), then the total number of swapping operations is: \(\frac{n(n-2)}{2}\). Since swapping the maximum value with the last element means that the maximum and the minimum values are in the correct places. Total number of swapping operations is: floor of \(\left(\frac{n}{2}\right)^2\). Since swapping the maximum value with the last element means that the maximum and the minimum values are in the correct places.

c) In the worst case; if the input array is unsorted neither ascending nor descending, then the required swapping operations are approximately \(n^2\) operations.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>DESS sort</th>
<th>Selection Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Case</td>
<td>(O(n^2))</td>
<td>(O(n^2))</td>
</tr>
<tr>
<td>Average Case</td>
<td>(O(n^2))</td>
<td>(O(n^2))</td>
</tr>
<tr>
<td>Worst Case</td>
<td>(O(n^2))</td>
<td>(O(n^2))</td>
</tr>
<tr>
<td>Memory</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Stability</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Number of Swaps | Depends on data: 0, n/2 or n | Always n
---|---|---
Number of comparison | \((n/2)^2\) - \((n/2)\) or \((n/2)^2\) | \(n/2(n-1)\)

### 3.2. Experimental method

To prove that DESSA sorting algorithm is relatively faster than SS algorithm, I implement each of them using C, and measure the execution time of both programs with the same input data, and using the same computer. The built-in function (clock()) in C is used to get the elapsed time of the two algorithms. [5]

```c
#include<stdio.h>
#include<time.h>
void main()
{
   
   clock_t tStart = clock();
   // the function call goes here
   printf("Time taken: %.2f
\n", (double)(clock()
- tStart)/CLOCKS_PER_SEC);
}
```

Comparison of already sorted list (ascending) in DESSA & SS:

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>Time Taken by DESS (ms)</th>
<th>Time Taken by Selection Sort (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>9.97</td>
<td>13.9</td>
</tr>
<tr>
<td>15</td>
<td>16.37</td>
<td>45.77</td>
</tr>
<tr>
<td>32</td>
<td>27.25</td>
<td>58.82</td>
</tr>
<tr>
<td>67</td>
<td>38.36</td>
<td>74.56</td>
</tr>
<tr>
<td>128</td>
<td>49.31</td>
<td>89.09</td>
</tr>
<tr>
<td>255</td>
<td>63.89</td>
<td>112.87</td>
</tr>
</tbody>
</table>

Comparison of unsorted list in DESSA & SS:

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>Time Taken by DESS sort (ms)</th>
<th>Time Taken by Selection Sort (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>7.24</td>
<td>9.24</td>
</tr>
<tr>
<td>15</td>
<td>15.16</td>
<td>19.01</td>
</tr>
<tr>
<td>32</td>
<td>26.54</td>
<td>31.88</td>
</tr>
<tr>
<td>67</td>
<td>36.78</td>
<td>42.47</td>
</tr>
<tr>
<td>128</td>
<td>45.25</td>
<td>58.93</td>
</tr>
<tr>
<td>255</td>
<td>60.14</td>
<td>75.96</td>
</tr>
</tbody>
</table>

Comparison of sorted list in reverse (Descending) in DESSA & SS:

<table>
<thead>
<tr>
<th>No. of elements</th>
<th>Time Taken by DESS sort (ms)</th>
<th>Time Taken by Selection Sort (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>10.84</td>
<td>11.85</td>
</tr>
<tr>
<td>15</td>
<td>19.36</td>
<td>49.78</td>
</tr>
<tr>
<td>32</td>
<td>35.33</td>
<td>61.26</td>
</tr>
<tr>
<td>67</td>
<td>45.47</td>
<td>85.32</td>
</tr>
<tr>
<td>128</td>
<td>59.21</td>
<td>102.02</td>
</tr>
<tr>
<td>255</td>
<td>84.65</td>
<td>125.09</td>
</tr>
</tbody>
</table>
4. Conclusion

In this paper, a DESS sorting algorithm is presented. It has $O(n^2)$ complexity. The number of swapping is lesser than the Selection sort algorithm. It is stable algorithm also. It needs only $O(1)$ space complexity. So the performance of DESS is faster than the existing sorting algorithm. This is proved by analytical and experimental point of view.
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