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Abstract- Shortest Path problems are very common in road network applications where the optimal routings have to be found. As the traffic condition among a city changes from time to time and there are usually a huge amounts of problems occur at any moment, it needs to quickly find the solution. Therefore, the efficiency of the algorithm is very important. Some approaches take advantage of preprocessing that compute results before demanding. These results are saved in memory and could be used directly when a new request comes up. This can be inapplicable if the devices have limited memory and external storage. This project aims only at the single source shortest path problems and intends to obtain some general conclusions by examining these approaches.
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I. INTRODUCTION

The shortest path problem is one of the fundamental problems with numerous applications. In this paper we study most common variants of the problem, where the goal is to find a point-to-point shortest path in a directed graph. Our goal is to find a fast algorithm for answering point-to-point shortest path queries. Due to the nature of routing applications, we need flexible and efficient shortest path procedures, both from a processing time point of view and also in terms of the memory requirements. Prior research does not provide a clear direction for choosing an algorithm when one faces the problem of computing shortest paths on real road networks.

In this paper we are going through a case study of four algorithms to find the shortest path between two places. In this paper we survey a number of recent algorithmic techniques for maintaining shortest routes in dynamic graphs. We focus on the all-pairs version of the problem, where one is interested in maintaining information about shortest paths between each pair of nodes. Many of the techniques described in this paper can be specialized for the case where only shortest paths between a subset of nodes in the network have to be maintained.

A. The shortest path problem

A road traffic network is represented by a digraph \( G (N, A) \) that consists of a set of nodes \( N \) and a set of arcs \( A \) (or links used in this paper). Denote the number of nodes \( |N| = n \) and the number of links \( |A| = m \). A link \( a = (i, j) \in A \) is directed from node \( i \) to node \( j \) and has an associated generalized cost \( c_{ij} \). The generalized cost represents the impedance of an individual vehicle going through that link and is usually described by link travel time, link length, tolls, etc. Without losing generality, the term link travel time is used mostly in this paper. A path from an origin \((o)\) to destination \((d)\) may be defined as a sequential list of links: \((o, j), (i, d)\) and the travel time of the path is the sum of travel times on the individual links \([7] [13]\).

The problem is to find the path that has the minimum total travel time from the origin node to the destination node. The
shortest path problem is the problem of finding a path between two vertices (or nodes) in a graph such that the sum of the weights of its constituent edges is minimized.

B. Road Networks:

A road network can be considered as a graph with positive weights. The nodes represent road junctions and each edge of the graph is associated with a road segment between two junctions. The weight of an edge may correspond to the length of the associated road segment, the time needed to traverse the segment or the cost of traversing the segment. Using directed edges it is also possible to model one-way streets. Such graphs are special in the sense that some edges are more important than others for long distance travel (i.e. highways). This property has been formalized using the notion of highway dimension. There are a great number of algorithms that exploit this property and are therefore able to compute the shortest path a lot quicker than would be possible on general graphs [7].

II. SOME SHORTEST PATH ALGORITHMS

We have gone through study of various algorithms for the computation of shortest path some of them are:

A. DIJKSTRA ALGORITHM:

Dijkstra’s algorithm, given by Dutch computer scientist Edsger Dijkstra in 1959, is a graph search algorithm that solves the single-source shortest path problem for a graph with non-negative edge path costs, producing a shortest path tree. This algorithm is often used in network routing protocols [4] [5].

If all edge weights are non-negative, all shortest-path weights must exist. Dijkstra’s algorithm is called the single-source shortest path. It is also known as the single source shortest path problem. It computes length of the shortest path from the source to each of the remaining vertices in the graph. The single source shortest path problem can be described as follows:

Let \( G = (V, E) \) be a directed weighted graph with \( V \) having the set of vertices. The special vertex \( s \) in \( V \), where \( s \) is the source and let for any edge \( e \) in \( E \), Edge Cost(\( e \)) be the length of edge \( e \). All the weights in the graph should be positive.

Directed graph can be defined as an ordered pair \( G = (V, E) \) with \( V \) is a set, whose elements are called vertices or nodes and \( E \) is a set of ordered pairs of vertices, called directed edges, arcs, or arrows. Directed graphs are also known as digraph [4] [9].

Directed-weighted graph is a directed graph with weight attached to each of the edge of the graph.

**Fig: 1 Directed weighted graph**

Dijkstra’s –A Greedy Algorithm

Greedy algorithms use problem solving methods based on actions to see if there’s a better long term strategy. Dijkstra’s algorithm uses the greedy approach to solve the single source shortest problem. It repeatedly selects from the unselected vertices, vertex \( v \) nearest to source \( s \) and declares the distance to be the actual shortest distance from \( s \) to \( v \). The edges of \( v \) are then checked to see if their destination can be reached by \( v \) followed by the relevant outgoing edges [5] [9].

**Basic Idea of Algorithm: Greedy.**

1. Maintain a set \( S \) of vertices whose shortest path distance from \( s \) is known.
2. At each step add to \( S \) the vertex \( v \) in \( (V - S) \) whose distance estimate from \( s \) is minimal.
3. Update the distance estimates of vertices adjacent to \( v \).

For a given source vertex in the graph, the algorithm finds the path with the lowest cost between that vertex and every other vertex. It can also be used for finding costs of shortest paths from a single vertex to a single destination vertex by stopping the algorithm once the shortest path to the destination vertex has been found.

**Application:** For example, if the vertices of the graph represent cities and edge path costs represent driving
distances between pairs of cities connected by a direct road, Dijkstra's algorithm can be used to find the shortest route between one city and all other cities. As a result, the shortest path first is widely used in network routing protocols.

B. Bellman ford Algorithm:

The Bellman-Ford algorithms compute single-source shortest paths in a weighted diagraph. The algorithm is named after its developers, Richard Bellman and Lester Ford, Jr. For graphs with non-negative weights, Dijkstra's algorithm solves the problem. The Bellman-Ford algorithm is used primarily for graphs with negative weights. The algorithm can detect negative cycles and report their existence, but it cannot produce a correct "shortest path" if a negative cycle is reachable from the source [5] [6].

Basic Idea of Algorithm:
1. Uses Relaxation algorithm
2. Relaxations of edges in smart way
3. Label edges \( e_1, e_2, ..., e_m \)

Relax in this order: \( e_1, e_2, ..., e_m; e_1, e_2, ..., e_m; \ldots; e_1, e_2, ..., e_m; \) for \(|V|\)-1 repetitions.

It uses the same concept as that of Dijkstra’s algorithm but can handle negative edges as well. It has a better running time than that of Dijkstra’s algorithm. For graphs with only non-negative edge weights, the faster than Dijkstra algorithm also solves the problem. However, if a graph contains a "negative cycle", i.e., a cycle whose edges sum to a negative value, then walks of arbitrarily low weight can be constructed by repeatedly following the cycle, so there may not be a shortest path. In such a case, the Bellman-Ford algorithm can detect negative cycles and report their existence, but it cannot produce a correct "shortest path" answer if a negative cycle is reachable from the source [5] [6].

Basic Idea of Algorithm: Dynamic Programming Approach

Dynamic Programming given by mathematician Richard Bellman in 1953 solves problems efficiently by overlapping sub problems and optimal substructure.

Dynamic Programming strategy logic is
1. Break the problem into smaller sub problems.
2. Solve these problems optimally using this three-step process recursively.

3. Use these optimal solutions to construct an optimal solution for the original problem.

The sub problem search leveling has no limitations till found either the “atom” sub problem or a sub problem easy to solve. By overlapping sub problems we mean reuse of partial computations performed over low level sub problems. It saves time but as a counterpart it takes too much memory. Another characteristic of Dynamic Programming is “memoization” that stands for keeping any computation potentially apt for ulterior reuse. Memoization requires high skill programming.

Finding negative cycles

Negative cycles is a problem, when we have to find shortest path, it prevents the algorithm from finding a correct answer. After finding a negative cycle it terminates, so this algorithm can be used for applications in which this is the target to be sought - for example in cycle-canceling techniques in network flow analysis.

The algorithm simply relaxes all the edges, and does these \(|V|\)-1 times, where \(|V|\) is the number of vertices in the graph. The repetitions allow minimum distances to propagate accurately throughout the graph, since in the absence of negative cycles, the shortest path can visit each node at most only once [5] [6].

Applications in routing

A distributed variant of the Bellman–Ford algorithm is used in distance-vector routing protocols, for example the Routing Information Protocol (RIP). We can say that the algorithm is distributed because it involves a number of nodes (routers) within an Autonomous system, a collection of IP networks typically owned by an ISP.
C. Prims Algorithm:

Prim’s algorithm is an MST algorithm that works much like Dijkstra’s algorithm does for shortest path trees. Prim’s algorithm finds a minimum spanning tree for a connected weighted graph. It implies that it finds a subset of edges that form a tree where the total weight of all the edges in the tree is minimized. It is sometimes called the DJP algorithm or Jarnik algorithm. Prim’s algorithm is an MST algorithm that works much like Dijkstra’s algorithm does for shortest path trees [6].

The reason is that there already was one path between the endpoints (since it’s a spanning tree), and now there are two. If you then remove any edge in the cycle, you get back a spanning tree (removing one edge from a cycle cannot disconnect a graph).

Running time:

We can implement this in the same way as Dijkstra’s algorithm, getting an O(mlog n) running time if we use a standard heap or O(m + n log n) running time if we use a Fibonacci heap. The only difference with Dijkstra’s algorithm is that when we store the neighbors of T in a heap, we use priority values equal to the shortest edge connecting them to T (rather than the smallest sum of “edge length plus distance of endpoint to s”).[6]

Basic Idea of Algorithm

1. This algorithm repeatedly chooses the smallest-weight edge from the tree so far to the other vertices.
2. If a spanning tree has a weightier edge between VT and V − VT, it can be improved by replacing it with e.
3. We can put VT edges into a priority queue, then dequeue edges until one goes between VT and V − VT.
4. Prim’s Algorithm using a binary heap to implement a priority queue is O(E log E) = O(E log V)

D. A* algorithm:

The A* algorithm by Hart and Nilsson formalized the concept of integrating a heuristic into a search procedure.

It is a graph/tree search algorithm that finds a path from a given initial node to a given goal node. It employs a “heuristic estimate” h(x) that gives an estimate of the best route that goes through that node. It visits the nodes in order of this heuristic estimate. It follows the approach of best first search [4][9][13].

However the physical nature of real road networks motivates investigation into the possible use of heuristic solutions that exploit the near-Euclidean network structure to reduce solution times while hopefully obtaining near optimal paths. For most of these heuristics the goal is to bias a more focused search towards the destination. As we shall see, incorporating heuristic knowledge into a search can dramatically reduce solution times [9].

Instead of choosing the next node to label permanently as that with the least cost (as measured from the start node), the choice of node is based on the cost from the start node plus an estimate of proximity to the destination (a heuristic estimate).

To build a shortest path from the origin s to the destination t, we use the original distance from s accumulated along the edges (as in Dijkstra’s algorithm) plus an estimate of the distance to t. Thus we use global information about our network to guide the search for the shortest path from s to t. This algorithm places more importance on paths leading towards t than paths moving away from t [4][9][13].

In essence the A* algorithm combines two pieces of information:

1. The current knowledge available about the upper bounds (given by the distance labels d (ii)), and
2. An estimate of the distance from a leaf node of the search tree to the destination.

There are several ways to estimate the lower bound from a leaf node in the search tree to the destination node. These estimations are carried out by so-called “evaluation” functions. The closer this estimate is to a tight lower bound on the distance to the destination, the better the quality of the
A* Search. Hence the merits of an A* search depends highly on the evaluation function $h (i, j)$ [2] [9].

III CONCLUSION

Going through comparative study of various algorithms we came through various drawbacks of algorithm and also advantages of these approaches. Each and every algorithm is unique and plays specific role in obtaining best possible paths for the users. As per study we came to know that Dijkstra algorithm consumes lot of time and doesn’t work well on dense networks. Prims algorithm cannot be applied for large graphs. A* algorithm based on heuristics works well and fast for large graphs. It depends on the network and its complexity and also time dependency that to use the algorithm that best suits the networks. Still researches have been going on for fastest algorithms for road networks to achieve best possible route and the optimal path.
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