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Abstract— The Main emphasis of this paper is to analyze and assess the performance of various techniques in the effort to determine the maximum lifetime of the nodes & minimization of delay. This paper, mainly concentrate about the two performance metrics parameter which is important to make the WSN as effective as possible i.e. maximization of network lifetime parameter and minimization of delay for the wireless sensor network. Due to energy limitation of sensors, maximization of lifetime is the key to performance of WSN routing protocol. In such systems mostly energy is consumed when communication radios are on. So sleep-wake scheduling is effective mechanism to increase network lifetime. Sleep-wake scheduling is efficient to increase network lifetime but it could result in substantial delays because a transmitting node needs to wait for its next-hop relay node to wake up. We attempts to reduce these delays by developing “anycast”-based packet forwarding schemes, where each node opportunistically forwards a packet to the first neighboring node that wakes up among multiple candidate nodes such set of nodes called forwarding node set. We used anycast forwarding schemes to forward the data packet to next hop node which minimizes the expected packet-delivery delays from the sensor nodes to the sink node. Based on this result, we provide a solution to the problem of how to optimally control the system parameters of the sleep-wake scheduling protocol and the anycast packet forwarding protocol to maximize the network lifetime and minimize the delay with constraint on the expected end-to-end packet-delivery delay. In this paper an in depth analysis has been made to find out the work which is done related to this field.

Index Terms— WSN, anycast, sleep–wake scheduling, network lifetime, delay, packet forwarding, Routing.

I. INTRODUCTION
Sensor nodes having the limited battery capacity for that we have to develop a solutions to keep network active for the longest period of time .most of nodes spent their energy during the data transmission .Performance is the important and main focusing aspect i.e is called as the performance metrics of the network including packet delivery ratio ,end to End delay, network lifetime, packet loss ratio, throughput etc. A sensor network is composed of numbers of sensor nodes, which are scattered randomly in some region. These sensor nodes have functions for sensing, communication, computation and power supplying. In this paper we are focusing on parameter of network life and delay and their enhancement towards the performance improvement for the WSN by using anycast and sleep wake scheduling concept .The wireless sensor network consists of large number of sensing nodes equipped with various sensing devices to observe different phenomenon changes in real world. Wireless sensor networks (WSN) are used to remotely Sense the environment. Wireless sensor networks consists of many sensing nodes that captures the changes in the environment enclose data in data packets and gives these packets to sink node present in the network. Such networks are present in hard to reach areas so they remain unattended for long duration. So key issue in such area is efficient use of node energy to extend the lifetime of network. We mainly focus here on event driven sensor networks for which events occur rarely. This is very important area of research and has many applications such as environment monitoring, intrusion detection etc. In such systems, there are four sources of Synchronized sleep–wake scheduling protocols have been proposed in [1]-[5] these protocols, sensor nodes periodically or aperiodically exchange synchronization information with neighboring nodes. Energy consumption these sources are: communication radios, data transmission and reception, sensors and transmission and reception of control packets. Fraction of total energy consumption for data transmission and reception is small for such systems because events occur so rarely. To sense the event, constant energy is required and it cannot be controlled. Hence energy required to keep communication system on means for listening the medium and control packets is dominant component of energy consumption which can be controlled to extend network lifetime. So sleep-wake scheduling is used to increase the lifetime of event driven sensor networks. We intend to use asynchronous sleep wake scheduling where each node wakes up independent of its neighboring nodes in order to save
energy. But due to this independence of wake-up processes, additional delays encounter at each node along path to sink node because each node has to wait for its next hop node to wake up before transmitting the packet. Anycast packet forwarding scheme is used to reduce this event reporting delay to sink node and thus minimization of delay is done. To sense the event, constant energy is required and it cannot be controlled. Hence energy required to keep communication system on means for listening the medium and control packets is dominant component of energy consumption which can be controlled to extend network lifetime.

So sleep-wake scheduling [11]-[15] is used to increase the lifetime of event driven sensor networks. We intend to use asynchronous sleep wake scheduling where each node wakes up independent of its neighboring nodes in order to save energy. But due to this independence of wake-up processes, additional delays encounter at each node along path to sink node because each node has to wait for its next hop node to wake up before transmitting the packet. Anycast packet forwarding scheme is used to reduce this event reporting delay to sink node and thus minimization of delay is done. Sleep wake scheduling is the important method which is used to increase the network lifetime. Section I focuses on the basic idea about the wireless communication & key issue of the network lifetime as well as anycast packet forwarding scheme.

Section II focuses on the different protocols used in networking & synchronized sleep wake scheduling concept. Delay minimization problem. Sections III concentrate on the problem analysis of delay minimization and lifetime minimization for the wireless sensor network. Sleep-wake scheduling with any cast intend to solve these two main problems. Section IV related to proposed technology with objectives to resolve the problem related to the wireless sensor network basically performance parameter of the network. Prior work in the literature has proposed the use of anycast packet-forwarding schemes (also called opportunistic forwarding schemes) to reduce this event reporting delay [11]-[15] working & synchronized sleep wake scheduling concept. Delay minimization problem.

Sections III concentrate on the problem analysis of delay minimization and lifetime minimization for the wireless sensor network. Sleep-wake scheduling with any cast intend to solve these two main problems. Section IV related to proposed technology with objectives to resolve the problem related to the wireless sensor network basically performance parameter of the network. Section V deals with the conclusion & Future work so as to improve the performance of the WSN. Prior work in the literature has proposed the use of anycast packet-forwarding schemes (also called opportunistic forwarding schemes) to reduce this event reporting delay [11]-[15].

II. LITERATURE REVIEW

Sleep-wake scheduling protocol have been proposed in literature. In synchronized sleep–wake scheduling [1]-[5] protocols sensor nodes periodically or aperiodically exchange synchronization information with neighboring nodes. However, such synchronization procedures could incur additional communication overhead and consume a considerable energy. On-demand sleep–wake scheduling protocols [6]-[7] is one scheduling where nodes turn off most of their circuitry and always turn on a secondary low-powered receiver to listen to “wake-up” calls from neighboring nodes when to relay the packet. But this on-demand sleep–wake scheduling can significantly increases sensor nodes cost due to the additional receiver. In this, we are interested in asynchronous sleep–wake scheduling protocols [8]-[10] in which each node wakes up independently of neighboring nodes for energy saving. However, this independence of the wake-up processes causes additional delays at each node along the path to the sink because each node needs to wait for its next-hop node to wake up before it can transmission of the packet. This delay could be unacceptable for delay-sensitive applications which require the event reporting delay to be very small. So for minimizing this event reporting delay, anycast packet forwarding technique is used. Energy-aware routing protocols [20], [21] focus on minimizing end-to-end hop counts.

In traditional packet-forwarding schemes, every node has one designated next-hop relaying node in the neighborhood, and it has to wait for the next-hop node to wake up when forward a packet has to be done. In contrast, under anycast packet-forwarding schemes, each node has multiple next-hop relaying nodes in a candidate set (we call it as forwarding set) and forwards the packet to the first node that wakes up in the forwarding set. It is easy to see that, compared to the basic scheme; anycast clearly reduces the expected one-hop delay. But anycast does not necessarily lead to minimum end to end delay because packet has to relay through time consuming path. Therefore to reduce this expected end to end delay, one challenge is how each node chooses its anycast forwarding.
policy like forwarding set this is to be solved and another important concept here is that implementing anycast in isolation does not give good performance it has to be jointly controlled with parameters of sleep scheduling like wake up rate. Anycast addresses these challenges.

This technique shows how to use the solution to the delay-minimization problem to construct an optimal solution to the lifetime-maximization problem for a specific definition of network lifetime. However, anycast does not necessarily lead to the minimum expected end-to-end delay because a packet can still be relayed through a time-consuming routing path. Therefore, the first challenge for minimizing the expected end-to-end delay is to determine how each node should choose its anycast forwarding policy (e.g., the forwarding set) carefully. Study of [12]–[14] proposes heuristic anycast protocols that exploit the geographical distance to the sink node. The work in [15] and [16] considers MAC-layer anycast protocols that work with the separate routing protocols in the network layer. However, these solutions are heuristic in nature and do not directly minimize the expected end-to-end delay. The algorithms in [17] use the hop-count information (i.e., the number of hops for each node to reach the sink) to minimize some state-dependent cost (delay) metric along the possible routing paths. However, these algorithms do not directly apply to asynchronous sleep–wake scheduling, where each node does not know the wake-up schedule of neighboring nodes when it has a packet to forward.

The second challenge stems from the fact that good performance cannot be obtained by studying the anycast forwarding policy in isolation. Rather, it should be jointly controlled with the parameters of sleep–wake scheduling (e.g., the wake-up rate of each node). It will directly impact both network lifetime and the packet-delivery delay. Hence, to optimally trade off network lifetime and delay, both the wake-up rates and the anycast packet-forwarding policy should be jointly controlled. However, related work is studied in the literature [11]–[18] but it is not jointly controlled.

III. PROBLEM DEFINITION

In this, we are analyzing two important problems which affect the performance parameter of the WSN. Anycast packet forwarding should be implemented along with sleep scheduling here in order to get good performance. Two main challenges that have to be addressed in enhancing the performance of event driven wireless sensor network are:

A. Delay Minimization Problem

With the wakeup rates of the sensor nodes, optimally choosing the anycast forwarding policy to reduce the expected delay.

B. Lifetime Maximization Problem

With constraint on the expected end-to-end delay, how to maximize the network lifetime by jointly controlling the wake-up rates and the anycast packet-forwarding policy. Sleep–wake scheduling with anycast intend to solve these two main problems. The lifetime of event driven sensor network consists of two phases’ configuration phase and operation phase. In configuration phase, node optimizes control parameters of anycast forwarding policy and their wake up rate. After configuration phase, operation phase begins in which each node alternates between two sub phases sleeping sub phase and event reporting sub phase.

This Technique assume that the sensor network employs asynchronous sleep–wake scheduling to improve energy efficiency, and nodes choose the next-hop node and forward the packet to the chosen node using the following basic sleep–wake scheduling protocol. This basic protocol generalizes typical asynchronous sleep–wake scheduling protocols in to account for anycast. In this basic protocol, we assume that there is a single source that sends out event-reporting packets to the sink. This is the most likely operating mode because when nodes wake up asynchronously and with low duty-cycles, the chance of multiple sources generating event-reporting packets simultaneously is small.

The sensor nodes sleep for most of the time and occasionally wake up for a short period of time $T_{active}$. When a node $i$ has a packet for node $j$ to relay, it will send a beacon signal and an ID signal (carrying the sender information) for time periods $t_a$ and $t_c$, respectively, and then hear the medium for time period $t_s$. If the node does not hear any acknowledgment from neighboring nodes, it repeats this signaling procedure. When a neighboring node $j$ wakes up and senses the beacon signal, it goes to sleep, waiting for the following ID signal to recognize the sender. When node $j$ wakes up in the middle of an ID signal, it keeps awake, waiting for the next ID signal. If node $j$ successfully recognizes the sender, it is a next-hop node of node $i$, it then communicates with node to receive the packet. Node $j$ can then use a similar procedure to wake up its own next-hop node. If a node wakes up and does not sense a beacon signal or ID signal, it will then go back to sleep. Assumption is made that the time instants that a node $j$ wakes up follow a Poisson random process with rate $\lambda_j$. It is also assumed that the wake-up processes of different nodes are independent. The independence assumption is suitable for the scenario in which the wake-up process of one node does not affect the wake-up process of another node.

Fig.2 Basic performance related parameter of n/w
which the nodes do not synchronize their wake-up times, which is easier to implement than the schemes that require global synchronization [3–5].

Advantage of Poisson sleep–wake scheduling is that, due to its memory less property, sensor nodes are able to use a time-invariant optimal policy to maximize the network lifetime.

A well-known problem of using sleep–wake scheduling in sensor networks is the additional delay incurred in transmitting a packet from source to sink because each node along the transmission path has to wait for its next-hop node to wake up. To reduce this delay, we use an anycast forwarding scheme as described in Fig 3 [19] Let \( \mathcal{C}_i \) denote the set of nodes in the transmission range of node \( i \). Suppose that node \( i \) has a packet, and it needs to pick up a node in its transmission range \( \mathcal{C}_i \) to relay the packet. Each node \( i \) maintains a list of nodes that node \( i \) intends to use as a forwarder.

![Fig.3 System Model flow](image)

We call the set of such nodes the forwarding set, which is denoted by \( F_i \) for node \( i \). In addition, each node \( j \) is also assumed to maintain a list of nodes \( i \) that use node \( j \) as a forwarder (i.e. \( j \in F_i \)). As shown in Fig [19], node \( i \) starts sending a beacon signal and an ID signal successively. All nodes in \( \mathcal{C}_i \) can hear these signals, regardless of whom these signals are intended for. A node \( j \) that wakes up during the beacon signal or the ID signal will check if it is in the forwarding set of node \( i \). If it is, node \( j \) sends one acknowledgment after the ID signal ends. After each ID signal, node \( i \) checks whether there is any acknowledgment from the nodes in \( F_i \). If no acknowledgment is detected, node \( i \) repeats the beacon-ID-signaling and acknowledgment-detection processes until it hears one. On the other hand, if there is an acknowledgment, it may take additional time for node \( i \) to identify which node acknowledge the beacon-ID signals, especially when there are multiple nodes that wake up at the same time. Let \( T_r \) denote the resolution period, during which time node \( i \) identifies which nodes have sent acknowledgments. If there are multiple awake nodes, node \( i \) chooses one node among them that will forward the packet. After the resolution period, the chosen node receives the packet from node \( i \) during the packet transmission period \( T_p \), and then starts the beacon-ID-signaling and acknowledgment-detection processes to find the next forwarder. Since nodes consume energy when awake, \( T_{active} \) should be as small as possible. However, if is too small, a node that wakes up right after an ID signal could return to sleep before the following beacon signal. In order to avoid this case, set

\[
T_{active} = T_A + \epsilon_{detect},
\]

Where \( \epsilon_{detect} \) is a small amount of time required for a node to detect signal in the wireless medium.

**IV. PROPOSED WORK & OBJECTIVES**

In this section, the we are going to develop a technique or provide the solution to resolve the problem of maximization of network lifetime and minimization of delay

A Proposed work

The system of wireless sensor network with \( N \) nodes is considered. Each sensor node is having charge of both detecting the events and relaying the packets. If a node detects an event, the node packs the event information into a packet and delivers the packet to a sink via multihop relaying. We assume that every node must have at least one such multihop path to the sink destination. The sensor nodes employs asynchronous sleep wake scheduling for maximizing the network lifetime. And system uses any cast packet forwarding scheme to forwards the data packet to sink node through multihop relaying path. Sensor node sleeps for most of time and remains awake for some specific period of time to sense events. When node has packet to relay to next node, it sends signaling information to next node. Main focus is to decrease the incurred transmission delay and increase the network lifetime by saving the energy of individual node.

**B Objectives**

Objectives of this proposed work are summarized as follows

- Analysis of delay incurred during packet transmission in wireless sensor network.
- Analysis of network lifetime for wireless sensor network.
- Proposed technique for increasing energy efficiency to maximize lifetime of network & minimization of incurred packet transmission delay to sink node
- Improve the performance of the event driven wireless sensor network.

**C Any cast Forwarding and Sleep-Wake Scheduling parameters**

Three control variables that affect network lifetime and end to end delay experienced by the packet

**I Wake-Up Rate:**

The sleep–wake schedule is determined by the wake-up rate \( \lambda_j \), of the Poisson process with which each node \( j \) wakes up. If \( \lambda_j \) increases, the expected one-hop delay will decrease, and so will the end-to-end delay of any routing paths that pass through node \( j \). However, a larger wake-up rate leads to higher energy consumption and reduced network lifetime. Awake probability is calculated which the function of \( \lambda_j \) is. Suppose that node \( i \) sends the first beacon signal at time \( 0 \), as in Fig. 2 If no nodes in \( F_i \) have heard the first m-1
beacon and ID signals, then node $i$ transmits the $m$th beacon and ID signal in the time-interval $[t_i + t_iC + t_iB + t_iC + t_iA]$. Therefore, provided that node $i$ is sending the $m$th signal, the probability that node $j \in C_i$ wakes up and hears this signal is

$$p_j = 1 - e^{-\lambda_j (t_iB + t_iC + t_iA)}.$$ 

Where $p_j$ is the awake probability of node.

2 Forwarding sets:

The forwarding set $Fi$ is the set of candidate nodes chosen to forward a packet at node. In principle, the forwarding set should contain nodes that can quickly deliver the packet to the sink. However, since the end-to-end delay depends on the forwarding set of all nodes along the possible routing paths, the optimal choices of forwarding sets of these nodes are correlated. We use a matrix $A$ to represent the forwarding set of all nodes collectively, as follows

$$A = \left[ a_{ij}, i = 1, \ldots, N, j = 1, \ldots, N \right]$$

Where $a_{ij} = 1$ if $j$ is in node $i$’s forwarding set, and $a_{ij} = 0$ otherwise. We call this matrix a forwarding matrix. Reciprocally, we define $Fi(A)$ as the forwarding set of node $i$ under forwarding matrix $A$, i.e. $Fi(A) = [j \in C_i | a_{ij} = 1]$. We let $A$ denote the set of all possible forwarding matrices.

3 Priority:

Let $bij$ denote the priority of node $j$ from the viewpoint of node $i$. Then, we define the priority assignment of node $i$ as $b_i = (b_{i1}, b_{i2}, \ldots, b_{iN})$, where each node $j \in C_i$ is assigned a unique number $bij$ from $1, \ldots, |C_i|$, and $bij = 0$ for nodes $j \notin C_i$. When multiple nodes send an acknowledgment after the same ID signal, the source node $I$ will pick the highest-priority node among them as a next-hop node. Although only the nodes in forwarding set need priorities, we assign priorities to all nodes to make the priority assignment an independent control variable from forwarding matrix $A$. Clearly, the priority assignments of nodes will also affect the expected delay. In order to represent the global priority decision, we next define a priority matrix $B$ as follows:

$$B = \left[ b_{ij}, i = 1, \ldots, N, j = 1, \ldots, N \right].$$

Let $B$ denote the set of all possible priority matrices.

D Performance Objectives of anycast policy and sleep wake scheduling policy

1 End-to-End Delay (E2E)

End-to-end delay is defined as the delay from the time when an event occurs to the time when the first packet due to this event is received at the sink. Performance objective is motivated as: For applications where each event only generates one packet, the above definition clearly captures the delay of reporting the event information. For those applications where each event may generate multiple packets, we argue that the event reporting delay is still dominated by the delay of the first packet. This is the case because once the first packet goes through; the sensor nodes along the path can stay awake for a while. Hence, subsequent packets do not need to incur the wake-up delay at each hop, and thus the end-to-end delay for the subsequent packets is much smaller than that of the first packet. When there is only one source generating event-reporting packets, the end-to-end delay of the first packet can be determined as a function of the anycast policy $(A, B)$ and the sleep–wake scheduling policy $p$. One may argue that it may be desirable to design protocols that can potentially reduce the end-to-end delay by adjusting the anycast policy dynamically after the event occurs.

E Network Lifetime

The second performance metric is the network lifetime, and the corresponding lifetime-maximization problem (subject to delay constraints). Let $Q_i$ denote the energy available to node $i$. We assume that node $i$ consumes $\mu_i$ units of energy each time it wakes up. So expected lifetime of node $i$ is defined as $Q_i/|C_i|$. Implicitly in this definition of energy consumption by data transmission is not considered. As mentioned in the introductory section, this is a reasonable approximation for event-driven sensor networks in which events occur very rarely because the energy consumption of the sensor nodes is dominated by the energy consumed during the sleep–wake scheduling.

By introducing the power consumption ratio $e_i = \mu_i/|C_i|$, we can express the lifetime of node $i$ as

$$T_i(p) = \frac{1}{e_i |C_i|} = \frac{t_iB + t_iC + t_iA}{e_i \ln \left( \frac{1}{1-p} \right)}.$$ 

We define network lifetime as the shortest lifetime of all nodes. In other words, the network lifetime for a given awake probability vector is given by

$$T(p) = \min_{i \in N} T_i(p).$$

Based on the above performance metrics, lifetime-maximization problem (which is the second problem we intend to solve) is as follows:

$$\max_{A, B} \left\{ T(p) \right\}$$

Subject to

$$D_i(p, A, B) \leq \xi, \quad \forall i \in N$$

Where $\xi$ is the maximum allowable delay. The objective of the above problem is to choose the anycast and sleep–wake scheduling policies $(p, A, B)$ that maximize the network lifetime and also guarantee that the expected delay from each node to sink $s$ is no larger than the maximum allowable delay $\xi$.

F End-to-End delay minimization

In this section, selection of any cast policy $(A, B)$ to minimize the delay, when the awake probabilities $p$ are given is done. The delay-minimization problem is an instance of the stochastic shortest path (SSP) problem where the sensor node that holds the packet corresponds to the “state,” and the delay
corresponds to the “cost” to be minimized. The sink then corresponds to the terminal state, where the cost (delay) is not incurred anymore. Let $i_0$, $i_1$, $i_2$, ... be the sequence of nodes that successively relay the packet from the source node $i_0$ to sink node $s$. Note that the sequence is random because at each hop, the first node in the forwarding set that wakes up will be chosen as a next-hop node. If the packet reaches sink $s$ after $K$ hops, then $ih= s$ for $h = K$. Let $t_{i_1,i_2,A,B}$ be the expected one-hop delay at node under the anycast policy $(A,B)$, that is, the expected delay from the time the packet reaches node $j$ to the time it is forwarded to the next-hop node.

![Fig.4 Selection of stopping condition based on threshold](image)

Threshold [19] moves from the highest-priority node $j_9$ to the smallest-priority node $j_1$ until the stopping condition is satisfied.

V. CONCLUSION & FUTURE WORK

WSNs are used in many applications to gather sensitive information which is then forwarded to an analysis center. Resource limitations have to be taken into account when designing a WSN. In wireless sensor networks where nodes operate on limited battery energy efficient utilization of the energy is very important. One of the main characteristics of these networks is that the network lifetime In the event driven wireless sensor network, anycast packet-forwarding scheme is designed to reduce the event-reporting delay and to prolong the lifetime of wireless sensor networks employing asynchronous sleep–wake scheduling. Specifically, two optimization problems are focused. First, when the wake-up rates of the sensor nodes are given, we develop an efficient and distributed algorithm to minimize the expected event-reporting delay from all sensor nodes to the sink. Second, using a specific definition of the network lifetime, lifetime-maximization problem is handled to optimally control the sleep–wake scheduling policy and the anycast policy in order to maximize the network lifetime subject to an upper limit on the expected end-to-end delay. Sleep–wake scheduling with anycast substantially gives better performance than heuristic solutions in the literature under practical scenarios where there are obstructions in the coverage area of the wireless sensor network. Future work will include new approach with regards to enhancement of the lifetime & minimization of delay for wireless sensor networks. Monitoring the qualities of wireless communication is another practical issue that needs to be focus. More emphasis should be focus on performance of the network to make the network reliable & efficient.
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