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Abstract—In distributed systems, many of the algorithms that have been used are typically not completely symmetrical, and some node has to take the lead in initiating the algorithm. The main role of an elected coordinator is to manage the use of a shared resource in an optimal manner. Consequently, it is sometimes necessary that, from a set of nodes, a node must be selected as a leader or coordinator. So, to achieve this, several coordinator selection algorithms have been proposed so far. This paper proposes a comparative study and analysis of the different algorithms discussed, efficiency in terms of number of messages exchanged in each case and complexity of the various coordinator selection algorithms in distributed system.
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I. INTRODUCTION

A leader election is defined as getting a set of processes to agree on a unique leader. The leader (coordinator) typically knows all the other processes (participants) in the group. Several distributed algorithms require that there be a coordinator node in the entire system that performs some type of coordination activity needed for the smooth running of other nodes in the system. As the nodes in the system need to interact with the coordinator node, they all must unanimously who the coordinator is. Also if the coordinator node fails due to some reason (e.g. link failure) then a new coordinator node must be elected to take the job of the failed coordinator [8]. In a classic paper, Garcia-Molina in 1982 specifies the leader election problem for synchronous and asynchronous distributed systems with crash failures and gives an elegant algorithm for each type of system; these algorithms are called the Bully Algorithm and Invitation Algorithm respectively [1][5][6]. After that Silberschatz And Galvin in 1994 proposed an algorithm for coordinator selection between the nodes organized in logical ring. In this algorithm the processes are arranged in a logical ring, each process knows the structure of the ring. [2][3] In this the election message circulates over the ring from one active node to another and eventually returns back to initiating node. Among the list, it elects the node with the highest priority as the new coordinator and then circulates a coordinator message over the ring to inform the other active nodes.

In distributed systems, many algorithms have been proposed for electing coordinator among set of nodes in the system. This paper proposes a comparative study and analysis of the different algorithms discussed, efficiency in terms of number of messages exchanged in each case and complexity of the various coordinator selection algorithms in distributed system.

II. COORDINATOR SELECTION ALGORITHM

In a distributed computing system, a node is used to coordinate many tasks. It is not an issue which node is doing the task, but there must be a coordinator that will work at any time. An election algorithm is an algorithm for solving the coordinator election problem. Various algorithms require a set of peer nodes to elect a leader or a coordinator. A leader is required to make synchronization between different nodes. Elections may be needed when the system is initialized, or if the coordinator crashes or retires[1][2][3].

Assumptions [1][2][3]:

a. Each node in the system has a unique priority number or unique ID.
b. Every node in the system should know the values in the set of ID numbers, although not which node is up or down.
c. Whenever an election is held, the node having the highest priority number among the currently active node is elected as the coordinator.
d. On recovery, a failed node can take appropriate actions to rejoin the set of active node.

III. DISTRIBUTED SYSTEM

Tanenbaum and van Renesse: A distributed system is one that looks to its users like an ordinary, centralized system but runs on multiple independent CPUs.

A Distributed system is a collection of autonomous computing nodes which can communicate with each other and which cooperate on a common goal or task. For example, the goal may be provide the user with a database management
system, and in this case the distributed system is called a distributed database.

A distributed system is a collection of processors interconnected by a communication network in which each processor has its own local memory and other peripherals and the communication between them is held by message passing over the communication network.

**A. Features of Distributed System:**
1. Inherently distributed applications
2. Information sharing among distributed users
3. Resource sharing
4. Better price performance ratio
5. Shorter response times and higher throughput
6. Higher reliability
7. Extensibility and incremental growth
8. Better flexibility in meeting users needs

**B. Need of Election**
Several distributed algorithms require that there be a coordinator node in the entire system that performs some type of coordination activity needed for the smooth running of other nodes in the system. As the nodes in the system need to interact with the coordinator node, they all must unanimously who the coordinator is. Also if the coordinator node fails due to some reason (e.g. link failure) then a new coordinator node must be elected to take the job of the failed coordinator.

**IV. DIFFERENT ELECTION ALGORITHMS**

**A. Bully Algorithm by Garcia Molina[5][6]**

Bully algorithm is one of the most famous election algorithms which were proposed by Garcia-Molina [5] in 1982. This algorithm is established on some basic assumptions which are:

1. It is a synchronous system and it uses timeout Mechanism to keep track of coordinator failure detection.
2. Each node has a unique number to distinguish them.
3. Every node knows the node number of all other nodes.
4. Nodes do not know which nodes are up and which nodes are currently down.
5. In the election, a node with the highest node number is elected as a coordinator which is agreed by other alive nodes.
6. A failed node can rejoin in the system after recovery.

In this algorithm, there are three types of message and there is an election message (ELECTION) which is sent to announce an election, an answer (OK) message is sent as response to an election message and a coordinator (COORDINATOR) Message is sent to announce the new coordinator among all other alive nodes. When a node P determines that the current coordinators crashed because of message timeouts or failure of the coordinator to initiate a handshake, it executes bully election.

algorithm using the following sequence of actions[5][6]

1. P sends an election message (ELECTION) to all other nodes with higher node numbers respect to it. If P doesn’t receive any message from nodes with a higher node number than it, it wins the election and sends a COORDINATOR Message to all alive nodes.
2. If P gets answer message from a node with a higher node number; P gives up and waits to get COORDINATOR message from any of the node with higher node number. Then new node initiates an election and sends ELECTION message to nodes with higher node number than that one. In this way, all nodes will give up the election except one which has the highest node number among all alive nodes and it will be elected as a new coordinator.
3. New Coordinator broadcasts itself as a coordinator to all alive nodes in the system.
4. Immediately after the recovery of the crashed node is up, it runs bully algorithm.
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**Bully algorithm has following limitations:**

1. The main limitation of bully algorithm is the highest number of message passing during the election and it has order O (n2) which increases the network traffic.
2. When any node that notices coordinator is down then holds a new election. As a result, there May n number of elections can be occurred in the system at a same time which imposes heavy network traffic.
3. As there is no guarantee on message delivery, two nodees may declare themselves as a coordinator at the same time. Say, P initiates an Election and didn’t get any reply message from Q, where Q has a higher node number than P. At that case, p will announce itself as a coordinator and as well as Q will also initiate new election and declare itself as a coordinator.
coordinator if there is no node having higher node number than Q.

4. Again, if the coordinator is running unusually slowly (say system is not working properly for some reasons) or the link between a node and a coordinator is broken for some reasons, any other node may fail to detect the coordinator and initiates an election. But the coordinator is up, so in this case it is a redundant election. Again, if node P with lower node number than the current coordinator, crashes and recovers again, it will initiate an election from current state.

**B. Modified Election algorithm by M.S. Kordafsharriet et al[6][7]:**

Modified Bully algorithm by Quazi Ehsanul Kabir Mamun et al. Quazi Ehsanul Kabir Mamun et al. described an efficient version Bully algorithm to minimize redundancy in electing the coordinator and to reduce the recovery problem of a crashed process.

**a. Assumption[6]:**

There are five types of message. An election message is sent to announce an election, an ok message is sent in response to an election message, on recovery, a process sends a query message to the processes with process number higher than it to know who the new coordinator is, a process gets an answer message from any process numbered higher than it in response to a query message and a coordinator message is sent to announce the number of the elected process as the new coordinator.

**b. Algorithm[6][7]:**

a) When a process p notices that coordinator is down, it sends an election message to all processes with higher number. If no response, p will be the new coordinator.

b) If p gets ok message, it will select the process with highest process number as coordinator and send a coordinator message to all process.

c) When a crashed process recovers, it sends query message to all processes with higher process number than it.

d) And if it gets reply then it will know the coordinator and if it doesn’t get any reply it will announce itself as a coordinator.

c) It doesn’t give any idea if p will crash after sending an election message to all processes with higher process number.

d) It also doesn’t give any idea if a process with the highest process number will crash after sending ok message to p.

**C. Election algorithm using election commission:**

**Algorithm:**

a) When process P notices that the coordinator is down, it sends an ELECTION message to Election Commission.

b) FD of Election Commission verifies ELECTION message sent by P. If the sending notice of P is not correct, then Election Commission will send a COORDINATOR message to P with process number of the current coordinator.

c) If the sending notice of P is correct and if the highest process number is P, then Election Commission will send a COORDINATOR message to all processes with process number of P as a new coordinator. If the highest process number is not P, Election Commission will simply find out the alive processes with the highest process number using HP and sends a COORDINATOR message to all processes with the process number of that process as a new coordinator.

d) If any process including last crashed coordinator is up, it will send a QUERY message to the Election Commission. If the process number of the newly entranced process is higher than the process number of the current coordinator, Election Commission will send a COORDINATOR message to all processes having the process number of new coordinator.

e) If not, Election Commission will simply send a COORDINATOR message to newly entranced process having process number of the current coordinator.

f) If more than one process sends ELECTION message to Election Commission at the same time, then Election Commission will consider the process with higher process number which ensure less message passing to find out the highest process number using HP.

Figure 2 : Election Procedure: (a) Process 2 detects current coordinator is down and sends an election message to EC, (b) EC verifies either the
coordinator is really down or not,(c) EC finds the alive process with highest number using alive message.(d) EC sends coordinator message to all process having process number of currently won.

B. Description :

Figure 2 represents regular election procedure of the proposed algorithm. Here, the system consists of six processes with process number 1 to 6. Current coordinator is the process 6. But it has just crashed and process 2 first notices this. So it sends an election message to the EC in Figure 2(a).In Figure 2(b), EC sends verify message to the current coordinator to be sure about the election message sent by process 2. After verification, In Figure 2 (c), EC sends alive message to process 5 (the next highest process number) to check either the current highest process is alive or not. And EC gets a reply message from 5. In Figure 2(d), EC selects 5 as new coordinator and sends coordinator message to all processes having 5 as a new coordinator of the system.
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Figure 2. Regular election procedure of the proposed algorithm.

Figure 3. Query after Recovery: (a) Last crashed coordinator 6 is up and sends a query message to the EC, (b) EC selects 6 as new coordinator and sends coordinator message to all processes, (c) Now process 1 is crashed, (d) Again process 1 is up and sends query message to EC,(e) EC sends coordinator message to process 1 having the process number of current coordinator of the system.

In figure 3 (d), process 1 is just up after crashed, and it sends a query message to EC. EC checks that process number of newly entranced is lower than the current coordinator. So in Figure 3 (e) EC sends coordinator message to only process 1 having the process number of current coordinator of the system.

V. COMPARISON & ANALYSIS OF DIFFERENT ALGORITHMS

In **Bully algorithm**, [1][4][7] when the process having the lowest priority number detects the coordinator’s failure and initiates an election, in a system of n processes, altogether (n-2) elections are performed. All the processes except the active process with the highest priority number and the coordinator process that has just failed perform elections. So in the worst case, the bully algorithm requires O(n2) messages. When the process having the priority number just below the failed coordinator detects failure of coordinator, it immediately elects itself as the coordinator and sends n-2 coordinator messages. So in the best case, it has O(n) messages.

During recovery, a failed process must initiate an election in recovery. So once again, Bully algorithm requires O(n2) messages in the worst case, and (n-1) messages in the best case.

For the case of **modified bully algorithm**[6][7] there will be need of or O(n) message passing between processes. In worst case that is the process with lowest process number detects coordinator as failed, it requires 3n-1 message passing. In best case when p is the highest process number, it requires (n-p) + n messages.

For the case of **election algorithm with election commision** there will be need of 1 election message to inform EC, 2 verify message to ensure the failure of coordinator, and say r is the highest alive process then alive and reply message to find out the highest alive process and so total or O (n) message passing between processes. If the process with lowest process number detects coordinator as failed it will not change total message. In worst case it may happen that our algorithm needs to check up process to p+1 to find out highest alive process. Only at that case it requires message passing between processes. However, in best case, our algorithm may find the highest alive process with only one alive and one reply message that is highest alive process in the system is process with process number n-1. In that case, our algorithm requires only 1+2+2+n messages. When p is the highest process number, it requires only 1+2 + n messages.

If a process crashes and recovers again, it sends a query message to all processes higher than that process to know the current coordinator which requires 2*(n-p) message passing. But in our algorithm, any process after recovery will only send query message to EC and EC will send a coordinator message having process number of current coordinator which requires only 2 messages passing.

VI. CONCLUSION

In this paper, a comparison between election algorithms in a distributed system is done. The comparison is done on the
basis of message passing and time complexity parameters of algorithms. This paper also focuses on limitations of different algorithms for coordinator selection.
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