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Abstract: The main objective of MT is to break the language 

barrier in a multilingual nation like India. Evaluation of MT 

is required for Indian languages because the same MT is not 

works in Indian language as in European languages due to 

the language structure. So, there is a great need to develop 

appropriate evaluation metric for the Indian language MT.  

The present research work aims at studying the Evaluation 

of Machine Translation Evaluation’s F-Measure Metric for 

English to Hindi for tourism domain. This work will help to 

give the feedback of the MT engines. We may make the 

changes in the MT engines and further we may revise the 

study.  We see that as we increase the number of references 

there is improvement in our results. 

Keywords:  MTE- Machine Translation Evaluation, MT- 

Machine Translation, SVO- Subject-Verb-Object, 

SOV-Subject-Object-Verb, Tr.-Tourism. 

INTRODUCTION 

India is a highly multilingual country with 22 

constitutionally recognized languages. Still, English is 

understood by less than 3% of Indian population.  Hindi, 

which is official language of the country, is used by more 

than 400 million people. Therefore, Machine Translation 

(MT) assumes a much greater significance in breaking the 

language barrier within the country’s sociological structure.  

The main objective of MT is to break the language barrier 

in a multilingual nation like India. English is a highly 

positional language with rudimentary morphology, and 

default sentence structure as Subject-Verb-Object. Indian 

languages are highly inflectional, with a rich morphology, 

relatively free word order, and default sentence structure 

as Subject-Object-Verb. In addition, there are many 

stylistic differences.  So the evaluation of MT is required 

for Indian languages because the same MT is not works in 

Indian language as in European languages. The same tools 

are not used directly because of the language structure. So, 

there is a great need to develop appropriate evaluation 

metric for the Indian language MT.   

The present research work aims at studying the 

“Evaluation of Machine Translation Evaluation’s 

F-Measure metric for English to Hindi” for tourism 

domain. The present research work is the study of 

statistical evaluation of machine translation evaluation for 

English to Hindi. The research aims to study the 

correlation between automatic and human assessment of 

MT quality for English to Hindi.  The main goal of our 

experiment is to determine how well a variety of automatic 

evaluation metric correlated with human judgment.   

 
 

MATERIALS AND METHODS 

In the present work we propose to work with corpora in the 

tourism domain and limit the study to English – Hindi 

language pair. It may be assumed that the inferences drawn 

from the results will be largely applicable to translation for 

English to other Indian Languages. Our test data consisted 

of a set of English sentences that have been translated from 

expert and non-expert translators. The English source 

sentences were randomly selected from the corpus of 

tourism domain. These samples are taken randomly from 

the tourism domain in which we have the 15200 sentences 

and from the health care domain in which we have the 

10000 sentences. Each output sentence was score by Hindi 

speaking human evaluators who were also familiar with 

English. It may be assumed that the inferences drawn from 

the results will be largely applicable to translation for English 

to other Indian Languages, as assumption which will have to 

be tested for validity. We intend to be consider the following 

MT engine in our study- 

 Anuvadaksh 

 

OBJECTIVE 

The main goal of this work is to determine how well a 

variety of automatic evaluation metrics correlated with 

human judges. A secondary goal is to determine for which 

the correlation of automatic and human evaluation is 

particularly good or bad. The other specific objectives of 

the present work are as follows.     

1.      To design and develop the parallel corpora for 

deployment in automatic evaluation of English to 

Hindi machine translation systems. 

2.      Assessing how good the existing automatic 

evaluation metric F-Measure, will be as MT 

evaluating strategy for evaluation of Indian language 

machine translation (EILMT) systems by comparing 

the results obtained by this with human evaluator’s 

scores by correlation study. 

3.      To study the statistical significance of the evaluation 

results as above, in particular is the effect of- 

 size of corpus 

 sample size variations 

 increase in number of reference translations 

Creation of parallel corpora: Corpus quality plays a 

significant role in automatic evaluation. Automatic 
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metrics can be expected to correlate very highly with 

human judgments only if the reference texts used are of 

high quality, or rather, can be expected to be judged high 

quality by the human evaluators. The procedure for 

creation of parallel corpora is as under: 

1.   Collect English corpus from the domain from 

various resources. 

2.   Generate multiple references (we limit it to three) 

for each sentence by getting the source sentence 

translated by different expert translators.  

3. XMLise the source and translated references for 

use in automatic evaluation. 

Description of Corpus 

Domain          Tourism 

Source Language English 

Target Language Hindi 

No. of Sentences 1000 

No. of Words      23000 

No. of Human      3 

 Translation 

No. of MT Engine 1 

For the corpus collection our first motive was to collect 

as possible to get better translation quality and a wide 

range vocabulary. For this purpose the first corpus we 

selected to use in our study is collected from different 

sources. We have manually aligned the sentence pairs. 

 

 In our study for tourism domain we take 1000 

sentences. When the text has been collected, we 

distributed this collected text in the form of Word File. 

Each word files having the 100 sentences of the particular 

domain. In this work our calculation will be based on four 

files- source file and three reference files. Reference files 

are translated by the language experts. We give the file a 

different identification. For e.g. our first file name is 

Tr_0001_En where Tr_ for tourism 0001 means this is the 

first file and En means this is the Candidate file. We treat 

this as the candidate file. In the same way our 

identification for the Hindi File is Tr_0001_Hi, in this Hi 

is for the Hindi file and we have called this a reference file. 

As we already mention that we are taking the three 

references we named them reference 1(R1), reference 

2(R2), reference 3(R3).  In the study we take the candidate 

sentence and the reference sentences, as shown below. For 

e.g.  

Source Sentence:   Internal problems dominated the 

agenda for the next 30 years, as a series of governments 

struggled to keep the economy, which was almost 

completely destroyed as a result of the Pacific War, from 

disintegrating. 

Candidate Sentence: 

उष्ण कटिफॊधीम ननम्नबूनभमाॉ वन्म जीवन का फहुत फड़ी क्रभ 
छुऩाती हं , घनी वनस्ऩनत औय सभान देश के अॊतगगत अबी तक 

नािकीम जरप्रऩातं टे्रककयं औय ऩवगतायोटहमं को चुनौती देकय 
ऊॉ ची एन्न्िमन चोटिमाॉ भं है 

Reference Sentences: 

R1-   अगरे 30 वषं तक एजेण्िा भं अन्दरूनन सभस्माएॊ 
सवोच्च यही, जफटक एक के फाद एक सयकायं सॊघषगयत 
थी उस अथगव्मवस्था को ववघटित होने से फचाने भं जो 
टक ऩैनसटपक मुध्द के ऩरयणाभ स्वरुऩ रगबग ऩूयी तयह 
नष्ट हो चुकी थी। 

R2-   न्जस तयह अथगव्मस्था को फनाए यखने के नरए सयकायं 
की श्रने्णमं भं सॊघषग टकमा, आने वारे 30 वषं के नरए 
आन्तरयक सभस्माओॊ ने कामग सूनच को अनधकाय  भं 
यखा जो ववघटित होने से Pacific War के 
ऩरयणाभस्वरूऩ ऩूणगतमा सभाप्त हो गमी थी। 

R3-    अगरे तीस वषं के नरए आन्तरयक सभस्माएॊ कामगक्रभ 
ऩय प्रबावी यहीॊ, क्यमंटक सयकायं की एक श्रृॊखरा ने 
अथगव्मवस्था, जो ऩेनसटपक मुद्ध के  ऩरयणाभस्वरूऩ 
ऩूणगत् नष्ट हो गमी थी, ववखन्ण्ित होने से फचाए यखने 
के नरए सॊघषग टकमा। 

HUMAN EVALUATION 

Human evaluation is always best choice for the evaluation 

of MT but it is impractical in many cases, since it might 

take weeks or even months (though the results are required 

within days). It is also costly, due to the necessity of 

having a well trained personnel who is fluent in both the 

languages, source and targeted. While using human 

evaluation one should take care for maintaining 

objectivity. Due to these problems, interest in automatic 

evaluation has grown in recent years. Every sentence was 

assigned a grade in accordance with the following four 

point scale for adequacy.                       

                                Score 

 Ideal                    1 

 Acceptable              .5 

 Not Acceptable               .25 

 If a criterion does not apply to the translation 0 

 

AUTOMATIC EVALUATION BY F-MEASURE 

METRIC 

We used F-Measure evaluation metric for this study. This 

metric is specially designed for English to Hindi. 

F-Measure metric, designed for evaluating MT quality, 

scores candidate sentences by counting the number of 

n-gram matches between candidate and reference 

sentences. F-Measure metric is probably known as the best 

known automatic evaluation for MT.  To check how close 

a candidate translation is to a reference translation, an 

n-gram comparison is done between both. Metric is 

designed from matching of candidate translation and 

reference translations. We have chosen correlation 

analysis to evaluate the similarity between automatic MT 
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evaluations and human evaluation. Next, we obtain scores 

of evaluation of every translated sentence from both MT 

engines. The outputs from both MT systems were scored 

by human judges. We used this human scoring as the 

benchmark to judge the automatic evaluations.  The same 

MT output was then evaluated using both the automatic 

scoring systems. The automatically scored segments were 

analyzed for Spearman’s Rank Correlation with the 

ranking defined by the categorical scores assigned by the 

human judges. Increases in correlation indicate that the 

automatic systems are more similar to a human in ranking 

the MT output.  

 Statistical significance is an estimate of the 

degree, to which the true translation quality lays within a 

confidence interval around the measurement on the test 

sets.  A commonly used level of reliability of the result is 

95%. To reach at decision, we have to set up a hypothesis 

and compute p-value to get final conclusion. 

 

 The present research is the study of statistical 

evaluation of machine translation evaluation’s F-Measure 

metric. The research aims to study the correlation between 

automatic and human assessment of MT quality for 

English to Hindi. While most studies report the correlation 

between human evaluation and automatic evaluation at 

corpus level, our study examines their correlation at 

sentence level. The focus in this work is to examine the 

correlation between human evaluation and automatic 

evaluation and its significance value, not to discuss the 

translation quality. In short we can say that this research is 

the study of statistical significance of the evaluated results, 

in particular the effect of sample size variations.  

 So, firstly we take source sentences and then get 

these sentences translated by our MT engine, here we 

consider the Anuvadaksh. We have the different 

references of these sentences. After doing this we do the 

evaluations of these sentences human as well as the 

automatic evaluations and we collect the individual scores 

of the given sentences considering all the three references 

one by one. The following table shows the individual 

scores of the five sentences (particular sentences can be 

seen at the end of the paper) using different no. of 

references. 

Table 1: Human Evaluation and F-Measure Evaluation 

scores 

S. No. F-Measure Score 

 
Human 

Eval. 

one no. 

of 

referenc

e 

two no. of 

reference

s 

three no. 

of 

reference

s 

1.  0.75 0.1286 0.1575 0.1575 

2.  0.25 0.1814 0.1689 0.1865 

3.  0.75 0.1917 0.2073 0.2472 

4.  0.75 0.1352 0.1505 0.1679 

5.  1 0.1336 0.1713 0.1868 

  

In this way we also collect the individual scores of all the 

sample sizes like 20, 60,100,200,300,500 and 1000 

sentences. After this we do the correlation analysis of 

these values. In order to calculate the correlation with 

human judgements during evaluation, we use all 

English–Hindi human rankings distributed during this 

shared evaluation task for estimating the correlation of 

automatic metrics to human judgements of translation 

quality, were used for our experiments. In our study the 

rank is provided at the sentence level.  

 

For correlation analysis we calculate the correlation 

between human evaluation and automatic evaluations one 

by one by the Spearman’s Rank Correlation method. The 

Spearman’s rank correlation coefficient is given as 

(when ranks are not repeated)- 
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where d is the difference between corresponding values in 

rankings and n is the length of the rankings. An automatic 

evaluation metric with a higher correlation value is 

considered to make predictions that are more similar to the 

human judgements than a metric with a lower value. 

Firstly, we calculate the correlation value in between the 

human evaluation and automatic evaluation F-Measure 

metric means human evaluation with F-Measure for 

sample size 20, 60, 100, 200, 300, 500 and 1000. 

Table 2: Correlation (  ) values 

Sample 

Size 

  values  

one no. of 

reference 

two no. of 

references 

three no. 

of 

references 

20 .384 .399 .410 

60 .141 .151 .204 

100 .071 .092 .106 

200 .219 .212 .260 

300 .216 .199 .232 

500 .116 .256 .256 

1000 .176 .256 .176 

  

 After calculating the correlation, we need to find 

out which type of correlation is there between the 

variables and of which degree and whether the values of 

the correlation are significant.  

 

ANALYSIS OF STATISTICAL SIGNIFICANCE TEST 

FOR HUMAN EVALUATION AND AUTOMATIC 

EVALUATION 

Statistical significance is an estimate of the degree, to 

which the true translation quality lays within a confidence 

interval around the measurement on the test sets.  A 

commonly used level of reliability of the result is 95%, for 

e.g. if, say, 100 sentence translations are evaluated, and 30 

are found correct, what can we say about the true 

translation quality of the system?  To reach at decision, we 

have to set up a hypothesis and compute p-value to get 

final conclusion that whether there is any correlation 
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between the human evaluations and automatic 

evaluations. If yes, then what is the type and degree of 

correlation? Also what is the significance of the 

correlation value? In this work we set the hypothesis that 

there is no correlation between the values of human and 

automatic evaluation. The p-value will provide the answer 

about the significance of the correlation value. 

A Z-test is a statistical test for which 

the distribution of the test statistic under the null 

hypothesis can be approximated by a normal 

distribution. For each significance level, the Z-test has a 

single critical value (for example, 1.96 for 5% two 

tailed) which makes it more convenient than 

the Student's t-test which has separate critical values for 

each sample size. The test statistic is calculated as: 

2

2

2

1

2

1

21

n

S

n

S

xx
Z






 

where 1x  and 2x are the sample means, 
2

1s  and 
2

2s are 

the sample variances, n1 and n2 are the sample sizes and 

z is a quartile from the standard normal distribution. 

 

Table 3 : p-values of output of Anuvadaksh using different 

no. of references 

Sample 

Size 

p-values 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 0.0001 0.0001 0.0001 

60 0.0001 0.320 0.0001 

100 0.0001 0.0001 0.450 

200 0.0001 0.0001 0.0001 

300 0.0001 0.0202 0.0162 

500 0.2296 0.0069 0.0069 

1000 0.0764 0.069 0.0754 

  

 Now on the basis of these values we conclude our 

results like which type and degree of correlation is there 

between the given variables and whether the correlation 

results are significant. In the above example we have done 

all the calculations by considering the single reference 

sentence and in tourism domain using 5 numbers of 

sentences.  

 But in our research work we consider the 

different references like 1, 2, 3 and we use the different 

sample sizes like 20, 60, 100, 200, 300, 500, and 1000. We 

see whether the results remains uniform for different 

sample sizes and different number of references in 

particular domains.   

For above calculation we used following sentences: 

English Sentences: 

1. Little wonder, then, that its environment is so rich. 

2. French Guiana is also home to a colorful blend of 

different cultural backgrounds. 

3. All this combined with rich historical and 

archaeological past and enduring indigenous 

cultures. 

4. The country enjoys 500km of fine sandy beaches 

on the Atlantic and the Río de la Plata, woods, 

hills, hot springs, hotels, casinos, art festivals and 

numerous opportunities for sport and 

entertainment. 

5. First occupied by the French in 1764, the islands 

were quickly ceded to Spain, which then ruled the 

adjacent territory in Latin America. 

 

Candidate Sentences: 

1. थोड़ा सा ववस्भम , तफ जो अऩनी ऩमागवयण इसनरए सभदृ्ध 
है  

2. फं्रेज गुआना ववनबन्न साॊस्कृनतक ऩषृ्ठबूनभमाॉ का यॊगीन 
नभश्रण को आवास बी है  

3. सबी मह सभदृ्ध ऐनतहानसक औय ऩुयातान्ववक बूतकार औय 
नचयस्थाई स्वदेशी सॊस्कृनतमाॉ के साथ सुभेनरत टकमा 

4. देश खेर औय भनोयॊजन के नरए रा प्राि , रकटड़माॉ , ऩहाड़ं 
, गभग वसॊतं , होिरं , नतृ्मशाराएॉ , करा उत्सवं औय 
अनेक अवसयं द अिराॊटिक औय आय. ओ ऩय अच्छे 
फारुकाभम सभुद्र तिं का 500 टकभी को आनन्द प्राप्त कयता 
है 

5. 1764 भं फं्रेच द्वाया ऩहरा अनधकाय टकमा गमा , द्वीऩं स्ऩेन 
को शीघ्रताऩूवगक संऩ टदमे गमे थे जो रैटिन अभेरयका भं 
सॊरग्न प्राॊत को तफ शासन टकमा 

 

RESULTS 

In the domain tourism there is significance difference 

between the average evaluation score of human with F- 

Measure at 5% level of significance and for the sample 

size 20. There is highest correlation between the 

evaluation score of human and F-Measure for MT engine 

Anuvadaksh. 

  We see that as we increase the number of 

references there is improvement in our results. In Table 2 

(Correlation (  ) values) correlation value for F- 

Measure is .399 and .410 these values are for sample size 

20 and for two and three number of references which is 

significant at 5% level of significance. A similar result is 

seen in the case of sample size 60, 100 and 200 for two 

and three no. of references. But for the sample sizes 500 

and 1000 value of correlation is .256 for two no. of 

references which is insignificant on the given level of 

significance. From the analysis on the basis of z-test used 

for the significance test of human evaluation and 

automatic evaluation we obtain the following important 

point; in the domain tourism there is significance 

difference between the average evaluation score of 

human with F- Measure at 5% level of significance and 

for the some sample sizes.  

CONCLUSION 

This work will help to give the feedback of the MT 
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engines. In this way we may make the changes in the MT 

engines and further we may revise the study. Corpus 

quality plays a significant role in automatic evaluation. 

Automatic metrics can be expected to correlate highly with 

human judgments only if the reference texts used are of 

high quality, or rather, can be expected to be judged of high 

quality by human evaluators.  In this evaluating MT 

evaluation metrics for English to Indian Language 

machine translation work, we developed the tool SEMTE 

which is good enough according to the results obtained. 
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