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Abstract—Frequent itemsets mining play an essential role in many datamining tasks. The frequent itemset mining over data streams is to find an approximate set of frequent itemsets in transaction with respect to a given support and threshold. It should support the flexible trade-off between processing time and mining accuracy. It should be time efficient even when the user-specified minimum support threshold is small. The objective was to propose an effective algorithm which generates frequent patterns in a very less time. Our approach has been developed based on improvement and analysis of MFI algorithm. In this paper, we introduce a new algorithm ESW-FI, to maintain a dynamically selected set of item sets over a sliding window. We keep some advantages of the previous approach and resolve the drawbacks, and produce the improved runtime and memory consumption. The proposed algorithm gave a guarantee of the output quality and also a bound on the memory usage.

Index Terms—Data stream, data-stream mining, Efficient Window, frequent itemset and sliding window.

I. INTRODUCTION

Data stream is an ordered sequence of elements that arrives in timely order. In many application domains, data is presented in the form of data streams which originate at some endpoint and are transmitted through the communication channel to the central server. Different from data in traditional static datasets, data streams are continuous, unbounded, usually come with high speed and have a data distribution that often changes with time [1][2][3]. It is often refer to as streaming data.

Some well-known examples include market basket, traffic signals, web-click packets, ATM transactions, and sensor networks. In these applications, it is desirable that we obtain some useful information, like patterns occurred frequently, from the streaming data, to help us make some advanced decision[4]. Data-stream mining is such a technique that can find valuable information or knowledge from a great deal of primitive data.

Recently, the data stream, which is an unbounded sequence of data elements generated at a rapid rate, provides a dynamic environment for collecting data sources. It is likely that the embedded knowledge in a data stream will change quickly as time goes by[5]. Therefore, catching the recent trend of data is an important issue when mining frequent itemsets from data streams. Although the sliding window model proposed a good solution for this problem, the appearing information of the patterns within the sliding window has to be maintained completely in the traditional approach[11].

We classify the stream-mining techniques into two categories based on the window model that they adopt in order to provide insights into how and why the techniques are useful. First, each element in the datastream can be examined only once or twice, making traditional multiple-scan approaches infeasible. Second, the consumption of memory space should be confined in a range, despite that data elements are continuously streaming into the local site. Third, notwithstanding the data characteristics of incoming stream may be unpredictable; the mining task should proceed normally and offer acceptable quality of results. Fourth, the latest analysis result of the data stream should be available as soon as possible when the user invokes a query.

In this paper we consider mining recent frequent itemsets in sliding window over data streams and estimate their true frequencies, while making only one pass over the data. In our design, we actively maintain potentially frequent itemsets ina compact data structure [8][9]. Compared with existing algorithms, our algorithm has two contributions as follows:

1. It is a real one-pass algorithm. The obsolete transactions are not required when they are removed from the sliding window.
2. Flexible queries based on continuous transactions in the sliding window can be answered with an error bound guarantee.

In this paper, we propose a remarkable approximating method for discovering frequent itemsets in a transactional data stream under the sliding window model. In our design, we actively maintain potentially frequent itemsets in a compact data structure. It is a real one-pass algorithm. The obsolete transactions are not required when they are removed from the sliding window. Flexible queries based on continuous transactions in the sliding window can be answered with an error bound guarantee.

II. PRELIMINARIES

A. Related Work

Frequent-pattern mining has been studied extensively in data mining, with many algorithms Proposed and implemented. Frequent pattern mining and its associated methods have been popularly used in association...
rule mining, sequential pattern mining, structured pattern mining, iceberg cube computation, cube gradient analysis, associative classification, frequent pattern-based clustering [26], and so on. There are a number of research works which study the problem of data-stream mining in the first decade of 21st century. Among these studies, Lossy Counting [3] is the most famous method of mining frequent itemsets (FIs) through data streams under the landmark window model. Besides the user-specified minimum support threshold (ms), Lossy Counting also utilizes an error parameter, $\varepsilon$, to maintain those infrequent itemsets having the potential to become frequent in the future. With the use of $\varepsilon$, when an itemset is newly found, Lossy Counting knows the upper bound of counts that itemsets may have (in the previous stream data) before it has been monitored by the algorithm.

B. Previous Algorithms

Based on the $\varepsilon$ mechanism of Lossy Counting, [4] proposed the sliding window method, which can find out frequent itemsets in a data stream under the sliding window model with high accuracy. The sliding window method processes the incoming stream data transaction by transaction [11][17]. Each time when a new transaction is inserted into the window, the itemsets contained in that transaction are updated into the data structure incrementally. Next, the oldest transaction in the original window is dropped out, and the effect of those itemsets contained in it is also deleted. The sliding window method also has a periodic operation to prune away unpromising itemsets from its data structure, and the frequent itemsets are output as mining result whenever a user requests.

In the sliding window model, there are two typical mining methods: Moment [5] and CFI-Stream [6]. Both the two methods aimed at mining Closed Frequent Itemsets (CFIs), a complete and non-redundant representation of the set of FIs. Moment uses a data structure called CET to maintain a dynamically selected set of itemsets, which includes CFIs and itemsets that form a boundary between CFIs and the rest of itemsets. The CFI-Stream algorithm, on the other hand, uses a data structure called DIU-tree to maintain nothing other than all Closed Itemsets over the sliding window. The current CFIs can be output anytime based on any ms specified by the user.

Besides, there are still some interesting research works [9][10][11] on the sliding window model. In [9] a false-negative approach named ESWCA was proposed. By employing a progressively increasing function of ms, ESWCA greatly reduces the number of potential itemsets and would approximate the set of FIs over a sliding window. In [10] a data structure called DSTree was proposed to capture information from the streams. This tree captures the contents of transactions in a window, and arranges tree nodes according to some canonical order. According to the overview, one crucial problem is to efficiently compute the inclusion between two itemsets. This costly operation could easily be performed when considering a new representation for items in transactions. From now, each item is represented by a unique prime number.

A sliding window over a data stream is a bag of last N elements of the stream. There are two variants of sliding windows based on whether N is fixed (fixed-sized sliding windows) or variable (variable-sized sliding windows). Fixed-sized windows are constrained to perform the insertions and deletions in pairs, exceptin the beginning when exactly N elements are inserted without a deletion. Variable-sized windows have no constraint [18].

Fixed-sized and variable-sized windows model several variants of sliding windows. For example, tuple-based windows correspond to fixed-sized windows, and time-based windows correspond to variable-sized windows.

In recent two years, a new kind of data-stream mining method named DSCA has been proposed [12]. DSCA is an approximate approach based on the application of the Principle of Inclusion and Exclusion in Combinatorial Mathematics [7]. One of the most notable features of DSCA is that it would approximate the count of an arbitrary itemset, through an equation (i.e., Equation (4) in [12]), by only the sum of counts of the first few orders of its subsets over the data stream. There are also two techniques named counts bounding and correction, respectively, integrated within DSCA. The concept of Inclusion and Exclusion Principle [7] is valuable that it may also be applied in mining FIs under different window models other than the landmark window. Based on the theory of Approximate Inclusion–Exclusion [8], we devise and propose a new algorithm, called ESW-FI, to discover FIs over the sliding window in a transactional data stream.

III. PROBLEM DESCRIPTION

Let $I = \{x_1, x_2, ..., x_l\}$ be a set of items (or attributes). An itemset (or a pattern) $X$ is a subset of $I$ and written as $X = \{x_m, x_n, ..., x_o\}$. The length (i.e., number of items) of an itemset $X$ is denoted by $|X|$. A transaction, $T$, is an itemset and $T$ supports an itemset, $X$, if $X \subseteq T$. A transactional data stream is a sequence of continuously incoming transactions. A segment, $S$, is a sequence of fixed number of transactions, and the size of $S$ is indicated by $s$. A window, $W$, in the stream is a set of successive $w$ transactions, where $w \leq s$. A sliding window in the stream is a window of a fixed number of most recent $w$ transactions which slides forward for every transaction or every segment of transactions. We adopt the notation $T_m$ to denote all the itemsets of length $l$ together with their respective counts in a set of transactions (e.g., over $W$ or $S$). In addition, we use $T$ and $S$ to denote the latest transaction and segment in the current window, respectively. Thus, the current window is either $W = \langle T_{m+1}, ..., T\rangle$ or $W = \langle S_{m+1}, ..., S\rangle$, where $w$ and $m$ denote the size of $W$ and the number of segments in $W$, respectively.

In this research, we employ a prefix tree which is organized under the lexicographic order as our data structure, and also processes the growth of itemsets in a lexicographic-ordered way. As a result, an itemset is treated a little bit like a sequence (while it is indeed an itemset). A superset of an itemset $X$ is the one whose length is above $|X|$ and has $X$ as its prefix. We define Growth($X$) as the set of supersets of an itemset $X$ whose length are $l$ more than that of $X$, where $l \leq 0$. The number of itemsets in Growth($X$) is denoted by $|\text{Growth}(X)|$.

We adopt the symbol cnt($X$) to represent the count-value (or just count) of an itemset $X$. The count of $X$ over $W$ denoted as cnt($X$), is the number of transactions in $W$ that support $X$. So cnt($X$) represents the count of $X$ over a segment $S$. Given a user-specified minimum support threshold (ms), where $0 < \text{ms} < 1$, we say that $X$ is a frequent itemset (FI) over $W$ if cnt($X$) $\geq$ ms$\times|W|$, otherwise $X$ is an infrequent itemset (IFI). The FI and IFI over $S$ are defined similarly to those for $W$.

Given a data stream in which every incoming transaction has its items arranged in order, and a changeable value of
mspecified by the user, the problem of mining FIs over a sliding window in the stream is to find out the set of frequent itemsets over the window at different slides.

We remark that most of the existing stream mining methods[13] [14] [15] [19] work with a basic hypothesis that they know the user-specified ms in advance, and this parameter will remain unchanged all the time before the stream terminates. This hypothesis may be unreasonable, since in general, a user may wish to tune the value of mself time he/she makes a query for the purpose of obtaining a more preferable mining result. An unchangeable mleads to a serious limitation and may be impractical in most real-life applications. As a result, we relax this constraint in our problem that the user is allowed to change the value of msat different times, while our method must still work normally.

Using the original count-values of subsets to approximate the count of X may sometimes bring about considerable error. For a better approximation, there is a possible way, which is to bound the range of counts of subsets for the itemset to be approximated.

Let Y be a 3-itemset (to be approximated) and y be a 1-subset of Y. To obtain a better approximation of Y, the count-values to each subset y with respect to Y has a particular range, which can be determined by Y’s 2-subsets that have y as their common subset, respectively. This range of y’s count is bounded by an upper bound (i.e., the maximum) and a lower bound (i.e., the minimum), and count-values within this range are the set of portions of y’s original count which is more relevant for y with respect to Y[21]. We define Sb(Y) as the set of count-values of y with respect to Y within the range obtained through the aforesaid manner. Besides, the upper bound and the lower bounds of count-values of y are denoted by ub(Y) and lb(Y), respectively.

Lemma 1 Let cntub(Y) and cntlb(Y) respectively be the approximate counts of Y obtained by using ub(Y) and lb(Y) of count-values to every 1-subset y ∈ Y during the approximating process. Then cntlb(Y) ≤ cntub(Y).

Proof: Let T<sub>lb</sub> and T<sub>ub</sub> be the sums of counts of 1-subsets of Y obtained by choosing ub(Y) and lb(Y) for each y ∈ Y, respectively. Then T<sub>ub</sub> ≥ T<sub>lb</sub> since ub(Y) ≥ lb(Y) for each y. According to (1) with the parameters setting ms = 3 and ks = 2, we can eventually obtain the following simplified equation: cnt(Y) ≈ (1 - α<sub>2</sub>)<sup>23</sup> c + (α<sub>2</sub> - 1)d, where the symbol α<sub>2</sub> denotes the coefficient of linearly transformed Chebyshev polynomial, and c and d represent the sum of counts of Y’s 2-subsets and that of counts of Y’s 1-subsets, respectively. Since the value of α<sub>2</sub> is less than 1, the coefficient

(α<sub>2</sub> - 1) for 1-subset term is then negative, which means that the value of 1-subset term will be subtracted from the other term. Thus, by substituting T<sub>ub</sub> and T<sub>lb</sub> respectively in the approximate equation and knowing that T<sub>ub</sub> ≥ T<sub>lb</sub>, we have cntub(Y) ≤ cntlb(Y).

IV. EFFICIENT SLIDING-WINDOW PROCESSING

In research works under the sliding window model [4] [5] [6], the sliding of window is handled transaction by transaction; however, we have a different opinion. Unlike the landmark window model, transactions in the sliding window model will be both inserted into and dropped out from the window. The transaction-by-transaction sliding of a window leads to excessively high frequency of processing. In addition, since the transit of a data stream is usually at a high speed, and the impact of one single transaction to the entire set of transactions (in the current window) is very negligible, making it reasonable to handle the window sliding in a wider magnitude. Therefore, for an incoming transactional data stream to be mined, we propose to process on a Segment-oriented window sliding.

We conceptually divide the sliding window further into several, say, m, segments, where the term segment is the one we have defined earlier in Section 3. Each of the m segments contains a set of successive transactions and is of the same size s (i.e., contains the equal number of s transactions). Besides, in each segment, the summary (which contains I<sub>1</sub>, I<sub>2</sub>, and the fair-cutters which we will introduced later) of transactions belonging to that segment is stored in the data structure we use. We call the sliding of window “segment in-out,” which is defined as follows.

Definition 1 (Segment in-out) Let S<sub>n</sub> denote the current segment which is going to be inserted into the window next (after it is full of s transactions). A segment in-out operation (of the window) is that we first insert S<sub>n</sub> into and then extract S<sub>n-1</sub> from the original window, where n denotes the id of latest segment in the original window. Therefore, the windows before and after a sliding are W = <S<sub>n-1</sub>, ..., S<sub>n</sub>> and W = <S<sub>n-2</sub>, ..., S<sub>n</sub>, S<sub>n-1</sub>>, respectively.

By taking this segment-based manner of sliding, each time when a segment in-out operation occurs, we delete (or drop out) the earliest segment, which contains the summary of transactions of that segment, from the current window at each sliding. As a result, we need not to maintain the whole transactions within the current window in memory all along to support window sliding[24][25]. In addition, we remark that the parameter m directly affects the consumption of memory. A larger value of m means the window will slide (update) more frequently, while the increasing overhead of memory space is also considerable. In our opinion, an adequate size of m that falls in the range between 5 and 20 may be suitable for general data streams.[20]

Theorem 1 For a 2-itemset X and a threshold ms, let TP<sub>ub</sub>(X) and TP<sub>lb</sub>(X) be the true-positive rates of X’s 3-supersets in the mining result resulting from adopting Ub and Lb to all the 1-supersets of each superset, respectively. Then we have TP<sub>ub</sub>(X) ≤ TP<sub>lb</sub>(X).

Proof Let P be the number of FIs of X’s 3-supersets with respect to ms. Also, let P<sub>ub</sub> and P<sub>lb</sub> respectively be the numbers of true FIs of X’s 3-supersets found by choosing Ub and Lb to 1-supersets. According to Lemma 1, we have cntub(Y) ≤ cntlb(Y) for each 3-superset Y of X, which means that the number of true-positive itemsets (i.e., FIs) obtained by choosing Lb is at least equal to that of choosing Ub, i.e., P<sub>lb</sub> ≤ P<sub>ub</sub>. Since TP<sub>ub</sub>(X) = P<sub>ub</sub>/P and TP<sub>lb</sub>(X) = P<sub>lb</sub>/P, we then have TP<sub>ub</sub>(X) ≤ TP<sub>lb</sub>(X).

Theorem 2 For a 2-itemset X and a threshold ms, let TN<sub>ub</sub>(X) and TN<sub>lb</sub>(X) be the true-negative rates of X’s 3-supersets in the mining result resulting from adopting Ub and Lb to all the 1-supersets of each superset, respectively. Then we have TN<sub>ub</sub>(X) ≥ TN<sub>lb</sub>(X).

Proof Let N be the number of IFIs of X’s 3-supersets with respect to ms. Also, let N<sub>ub</sub> and N<sub>lb</sub> respectively be the numbers of
true IFIs of $X$’s 3-supersets determined by choosing $Ubc$ and $Lbc$ to 1-subsets. According to Lemma 1, we have $\text{cnt}_{ub}(Y) \leq \text{cnt}_{lb}(Y)$ for each 3-superset $Y$ of $X$, which means that the number of true-negative itemsets (i.e., IFIs) determined by choosing $Ubc$ is at least equal to that of choosing $Lbc$, i.e., $N_{ub} \geq N_{lb}$. Since $\text{TP}_{ub}(X) = N_{ub}/N$ and $\text{TP}_{lb}(X) = N_{lb}/N$, we then have $\text{TP}_{ub}(X) \geq \text{TP}_{lb}(X)$.

Now we discuss the issue of selecting suitable count-values in the bounded range of subsets for approximating an itemset. According to Lemma 1 in Section 3, using the lower bound of counts ($Lbc$) for 1-subsets always results in a higher approximate count for an itemset than that of using the upper bound of counts ($Ubc$). It follows from Theorem 1 and Theorem 2 that, adopting $Lbc$ to the 1-subsets to approximate the 3-supersets of a 2-itemset $X$ will reach a higher true-positive rate (i.e., recall ratio) in the result than that of using $Ubc$, while choosing $Ubc$ to the 1-subsets will obtain a higher true-negative rate (which usually concerns a higher precision ratio) in the result than that of using $Lbc$. However, it is actually unknown whether to adopt $Ubc$ or $Lbc$ to 1-subsets for approximating an itemset $Y$.

V. EXPERIMENTAL RESULT

We performed extensive experiments to evaluate the performance of our algorithm and we present results in this section. We compared our algorithm (ESW-FI) with the MFI algorithm [7]. Then we tested the adaptability of ESW-FI by changing the data distribution of the dataset. The experiments were performed on a Pentium processor with 4G memory, running Windows 2007 (SP4). Our algorithm is implemented in C# and compiled by using Microsoft Visual Studio 2008. In the implementation of three algorithms, we used the same data structures and subroutines in order to minimize the performance differences caused by minor differences.

We have used T20 data set in the experiments. The T20 dataset is generated by the IBM data generator [1]. For T20, the average size of transactions, the average size of the maximal potential frequent itemsets and the number of items are 20, 4, and 1 000, respectively.

The data sets were broken into batches of 10K size transactions and provided to our program through standard input. For ESW-FI, the whole procedure can be divided into two different phases namely, window initialization phase, which is activated when the number of transactions generated so far is not more than the size of the sliding window and window sliding phase, which is activated when the window is full of generated transactions.

The experimental results of the execution time and the space requirement are plotted in Figure 5.1 to 5.4, respectively. We collected the total number of seconds and the size of storage space required in KB per 10 × 5
transactions. These results basically keep stable as the window moves forward. The above experimental results provide evidence that two algorithm can handle long data streams both. As ESW-FI may keep multiple triples for one significant itemset, it needs more memory and time than MFI does.

VI. CONCLUSION

We mainly discuss how to discover recent frequent itemsets in sliding windows over data streams. An efficient algorithm is presented in detail. Compared with previous algorithms, this algorithm doesn’t keep the data in the window, which considerably increase the scalability of the algorithm. Moreover, it can figure out answers with an error bound guarantee for continuous transactions in the window. The extensive experiment results demonstrate the effectiveness and efficiency of our approach. We can implement this algorithm in traffic networks especially for mining the itemsets in high speed streams.
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