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Abstract—A fundamental problem that frequently arises in a great variety of fields such as pattern recognition, image processing, machine learning is the clustering problem. In its basic form the clustering problem is defined as the problem of finding homogeneous groups of data points in a given data set. Each of these groups is called a cluster in which the density of objects is locally higher than in other regions. A popular clustering method that minimizes the clustering error is the k-means algorithm. However, the k-means algorithm is well known that its performance heavily depends on the initial starting conditions. To solve this problem, this paper proposes a new clustering algorithm based on the coherent keyphrase extraction algorithm. In this paper, documents are grouped into several clusters, but the number of clusters is automatically determined by finding out the similarities between documents and the extracted keyphrases.
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I. INTRODUCTION

The simplest form of clustering is partitional clustering which aims at partitioning a given data set into disjoint subsets (clusters) so that specific clustering criteria are optimized. The most widely used criterion is the clustering error criterion which for each point computes its squared distance from the corresponding cluster center and then takes the sum of these distances for all points in the data set.

A popular clustering method that minimizes the clustering error is the k-means algorithm. However, the k-means algorithm is a local search procedure and it is well known that it suffers from the serious drawback that its performance heavily depends on the initial starting conditions [1].

To solve this problem, this paper proposes a new clustering algorithm based on document’s keyphrases which improves the traditional K-means algorithm. The Global k-means means clustering algorithm with the coherent keyphrase extraction algorithm which returns several keyphrases from the source documents by using some machine learning techniques [2].

Keyphrases are useful for a variety of purposes, including summarizing, indexing, labeling, categorizing, clustering, highlighting, browsing, and searching. The task of automatic keyphrase extraction is to select keyphrases from within the text of a given document. Automatic keyphrase extraction makes it feasible to generate keyphrases for the huge number of documents that do not have manually assigned keyphrases [4]. A limitation of previous keyphrase extraction algorithms is that the selected keyphrases are occasionally incoherent. That is, the majority of the output keyphrases may fit together well, but there may be a minority that appears to be outliers, with no clear semantic relation to the majority to each other. This paper presents enhancements to the Kea keyphrase extraction algorithm that are designed to increase the coherence of the extracted keyphrases. The approach is to use the degree of statistical association among candidate keyphrases as evidence that they may be semantically related [2].

II. RELATED WORK

A. Coherent Keyphrase Extraction Algorithm

A limitation of prior keyphrase extraction algorithms is that the output keyphrases are at times incoherent. Discarding the incoherent candidates might improve the quality of the machine-extracted keyphrases. The approach is to measure the degree of statistical association among the candidate phrases. The hypothesis is that semantically related phrases will tend to be statistically associated with each other, and that avoiding unrelated phrases will tend to improve the quality of the output keyphrases.

Recent work on text summarization has used lexical cohesion in an effort to improve the coherence of machine generated summaries. Instead of using a thesaurus, if we use
statistical word association to estimate lexical cohesion it can improve the performance.

In the simplest version of Kea, candidate phrases are classified using only two features: TFxIDF and distance. This paper introduces a new set of features for measuring coherence. After training, given a new input document and a desired number of output phrases, N, Kea converts the input document into a set of candidate phrases with associated feature vectors. It uses the naive Bayes model to calculate the probability that the candidates belong to the class keyphrase, and then it outputs the N candidates with the highest probabilities.

1. Coherence Feature Set
The coherence feature set is calculated using a two-pass method. The first pass processes the candidate phrases using the baseline feature set. The second pass uses the top K most probable phrases, according to the probability estimates from the first pass, as a standard for evaluating the top L most probable phrases (K < L). In the second pass, for each of the top L candidates (including the top K candidates), new features are calculated based on the statistical association between the given candidate phrase and the top K phrases.

The hypothesis is that candidates that are semantically related to one or more of the top K phrases will tend to be more coherent, higher quality keyphrases.

Experiments done by scientists show that the coherence features are a significant improvement over the baseline features alone. More of the output keyphrases match with the authors’ keyphrases, which is evidence that their quality has improved [2].

B. Global K-means Algorithm
Global k-means algorithm which is an incremental approach to clustering that dynamically adds one cluster center at a time through a deterministic global search procedure consisting of N (with N being the size of the data set) executions of the k-means algorithm from suitable initial positions.

The algorithm proceeds in an incremental way: to solve a clustering problem with M clusters, all intermediate problems with 1; 2; : : : ; M −1 clusters are sequentially solved. The basic idea underlying the proposed method is that an optimal solution for a clustering problem with M clusters can be obtained using a series of local searches (using the k-means algorithm). At each local search the M −1 cluster centers are always initially placed at their optimal positions corresponding to the clustering problem with M −1 clusters. The remaining Mth cluster center is initially placed at several positions within the data space. Since for M =1 the optimal solution is known, we can iteratively apply the above procedure to 2nd optimal solutions for all k-clustering problems k =1; : : : ; M. In addition to effectiveness, the method is deterministic and does not depend on any initial conditions or empirically adjustable parameters.

These are significant advantages over all clustering approaches [1].

C. Global k-means keyphrase Extraction Algorithm
This is our proposed new clustering method that can improve the Global K-means algorithm by combining it with the coherent keyphrase extraction algorithm.

In our proposed algorithm documents are clustered into several groups using Global K-means with coherent keyphrase extraction algorithm which determines candidate keyphrases that are semantically related to one other and out of that will find the top K phrases tend to be more coherent, higher quality keyphrases.

Global k-means clustering algorithm constitutes a deterministic global optimization method that does not depend on any initial parameter values and employs the k-means algorithm as a local search procedure. Instead of randomly selecting initial values for all cluster centers as is the case with most global clustering algorithms the proposed technique proceeds in an incremental way attempting to optimally add one new cluster center at each stage.

More specifically, to solve a clustering problem with M clusters the method proceeds as follows. We start with one cluster (k = 1) and find its optimal position which corresponds to the centroid of the data set X. In order to solve the problem with two clusters (k =2) we perform N executions of the k-means algorithm from the following initial positions of the cluster centers: the first cluster center is always placed at the optimal position for the problem with k = 1, while the second center at execution n is placed at the
position of the data point $X_i (n=1;\ldots; N)$. The best solution obtained after the $N$ executions of the k-means algorithm is considered as the solution for the clustering problem with $k=2$. In general, let $(m_1^*, k); : : : ; m_k^* (k))$ denote the final solution for $k$-clustering problem. Once we have found the solution for the $(k - 1)$-clustering problem, we try to find the solution of the $k$-clustering problem as follows: we perform $N$ runs of the k-means algorithm with $k$ clusters where each run $n$ starts from the initial state $(m_1^* (k-1); : : : ; m_{k-1}^* (k-1)); x_n)$.

The best solution obtained from the $N$ runs is considered as the solution $(m_1^* (k); : : : ; m_k^* (k))$ of the $k$-clustering problem. By proceeding in the above fashion we finally obtain a solution with $M$ clusters having also found solutions for all $k$-clustering problems with $k < M$ [1].

The coherence feature set is calculated using a two-pass method. The first pass processes the candidate phrases using the baseline feature set. The second pass uses the top $K$ most probable phrases, according to the probability estimates from the first pass, as a standard for evaluating the top $L$ most probable phrases ($K < L$). In the second pass, for each of the top $L$ candidates (including the top $K$ candidates), new features are calculated based on the statistical association between the given candidate phrase and the top $K$ phrases.

The hypothesis is that candidates that are semantically related to one or more of the top $K$ phrases will tend to be more coherent, higher quality keyphrases [2].

These keyphrases are used to assign weights to other phrases. Now, the distance between the weighted documents and centroids are measured, and if the measured values do not reach to the threshold value, the value of $k$ is increased by 1. This process is repeated until the measured distance exceeds the threshold value. At this point, the number of clusters $k$ is determined, and the Global K-means algorithm now can be used for actual clustering [3].

III. CONCLUSION

A limitation of previous keyphrase extraction algorithms is that the selected keyphrases are occasionally incoherent. That is, the majority of the output keyphrases may fit together well, but there may be a minority that appears to be outliers, with no clear semantic relation to the majority or to each other. Coherence keyphrase extraction algorithm enhances the Kea keyphrase extraction algorithm designed to increase the coherence of the extracted keyphrases [2].

Also the global k-means clustering algorithm, which constitutes a deterministic effective global clustering algorithm for the minimization of the clustering error that, employs the k-means algorithm as a local search procedure. This method can provide easy and efficient ways to extract test documents from massive quantity of resources. The main limitation of the new coherence feature set is the time required to calculate the features
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